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This thesis explores the self-assembly and surface interactions of two classes of organic molecules through scanning tunneling microscopy. The primary scientific goal of this thesis is to better understand the electric polarization in surface-supported organic molecules, whether inherent to a molecule or acquired through intermolecular interactions.

First, a class of dipolar molecules, the quinonoid zwitterions, are examined on three noble metal surfaces. Two-dimensional islands of hydrogen-bonded molecules, with aligned dipole moments, are formed on Au(111). However, other structures with zero net dipole moment are observed on Ag(111) and Cu(111). Modifying the molecules with longer substituent tails results in the formation of one-dimensional chains irrespective of the surface. Our calculations show that the dipole moment is not the driving factor determining the self-assembly of these molecules. Instead a more complicated picture emerges in which extensive charge transfer with the surface drastically reduces the dipole moment of the molecule by nearly 9 D, so that dipolar energies become small compared to typical chemical bond energies such as hydrogen bonds.

Second, the self-assembly of three molecules, croconic acid, rhodizonic acid, and 3-hydroxyphenalenone (3-HPLN) are studied on three noble metal surfaces. These molecules were chosen due to their ferroelectric bulk properties, which arise from switchable hydrogen bonds. On Ag, croconic acid forms two-dimensional hydrogen
bonded sheets which are, in theory, capable of proton transfer. While these compounds form hydrogen bonded structures on Ag(111) and Au(111), on the more reactive Cu(111) surface metal-organic frameworks involving surface metal atoms are observed for rhodizonic acid, highlighting the importance of surface chemistry. Additionally, on an insulating buffer layer, CuN, croconic acid forms a densely packed hydrogen bonded structure, which more closely resembles its bulk phase, demonstrating the effect of charge transfer on self-assembly.

Additionally, hydrogen bonded co-crystals of 3-HPLN and croconic acid are synthesized on Au(111). Co-crystals of quinonoid zwitterions and croconic acid are also reported. Guided by the surface science studies, related 3D organic co-crystals were grown. Finally, the topic 2D magic organic clusters is presented as a new branch of research. Five new organic magic clusters are described. The research presented in this thesis has relevance to a broad range of applications including data storage devices and molecular electronics.
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Chapter 1

Introduction

Organic molecules share many properties with semi-conductors and some key differences, and yet could potentially become an attractive substitute in devices because of superior structural and mechanical properties, increased flexibility, lower costs of production, and increased performance in light absorption and emittance [1]. Prototypes of organic based devices have been demonstrated for applications ranging from medical physics equipment [2–4] to data storage devices [5]. Organic based devices have already demonstrated commercial success in the form of components in solar cells, organic light emitting diodes (OLEDs), and carbon nanotube enhanced materials, among many others. Judiciously chosen organic molecules have even been used to increase the lifetime of LEDs by more than one order of magnitude [6].

Similar to semi-conductors, the electronic band structure of organics, such as frontier orbital energy levels and their separation, must be precisely controlled for any electronic application. Organic molecules have tunable electronic [7] and optical [8] properties, whereby small modifications in chemical formulation can result in significant changes to these properties. For example modifying substituents results in different internal rotation angles for a class of polymers, which strongly influences the
wavelengths of adsorption and luminescence [8].

Utilizing organics in devices often requires depositing them onto a supporting substrate or attaching metal electrodes. Metal-organic interactions at the junction can drastically change fundamental properties of the organic layers [9]. Some observed effects are the modification of the workfunction [1, 10], alterations of carrier density [11] and leakage currents in field-effect transistors [2], the emergence of new electronic states due to the hybridization of organic and metal orbitals [12], and even the emergence of magnetism [13]. For applications such as OLEDs matching the electrode workfunction with the lowest unoccupied molecular orbital (LUMO) or highest occupied molecular orbital (HOMO) of the organic adlayer is of fundamental importance for electron or hole injection, and thus device performance [14,15]. Optimizing organic photovoltaic devices means balancing interrelated properties including exciton diffusion lengths, optical absorption lengths, and carrier mobilities in which the morphology of the organic donor/acceptor layers is critical [16]. The electronic and optical properties also vary dramatically with the local structural order, interface effects, deposition method, and impurity concentration [17]. While much effort has been spent on quantifying the properties of organics, relatively much less effort has been directed towards elucidating interface effects, even though these are of fundamental importance to bulk-heterojunction solar cells, transistors, and light-emitting devices [17].

Functional properties such as switchable electric or magnetic polarizations are sometimes inherent to a single molecule or amorphous layer and do not depend on the crystalline structure of the organic layer. For example spin crossover molecules exhibit a low spin to high spin transition for individual molecules [18]. In the case of organic ferroelectrics, such as polyvinylidene difluoride (PVDF), a perfect crystalline structure is not always necessary to display ferroelectricity, in stark contrast to in-
organic ferroelectrics such as barium titanate (BTO) in which the ferroelectricity is derived from changes to the crystalline structure. Tolerance for structural defects and even disorder has the benefit of lowering production costs significantly. This is exemplified by the use of low cost deposition methods for certain applications such as the ink jet printing of organics instead of mask-based lithography or other expensive multistep processing methods required for traditional inorganic materials [19]. Furthermore, traditional inorganics often contain environmentally problematic elements such as lead [20], which further increases the usefulness of chemically benign organic ferroelectrics.

Molecules with an innate electric dipole moment have promise to be utilized in the manipulation of energy level alignment of interfaces, and thus a slew of device properties such as charge injection barriers and the workfunction [21, 22]. Dipolar molecules also have the potential to be used as single molecule data storage devices [23]. Moreover, these organics present an opportunity to study whether simple dipole models can be applied to real systems [24].

For organics to become viable model systems in device materials, pressing questions must first be answered through basic research. These include: How does the dipole moment change upon adsorption to the surface? Can the dipole moment or polarization be manipulated through bond formation? How large of a role do electric dipole moments play in determining self-assembled structures? All of these need to be addressed through basic science as a prerequisite to designing the organic based devices of the future.

This thesis aims to answer these questions through the study of polarization phenomena in single molecules and assemblies of dipolar molecules. It discusses both molecules with an inherent static dipole as well as those acquired from intermolecular bonds. Key findings presented in this thesis are:
- Ascertaining that substrate interactions drastically modify the dipole moment of organic adsorbates.

- The discovery that tailoring chemical substituents of dipolar molecules and substrate interactions can switch growth from structures with zero dipole moment to polarized electrets.

- Establishing that, counter to common assumption in the literature, no evidence is found that dipole moments are driving the self-assembly of dipolar molecules. The energies associated with dipole-dipole interactions are negligible compared with other relevant energies.

- The discovery of surface supported, 2D hydrogen bonded structures that are predicted to exhibit a spontaneous ferroelectric polarization due to collective hydrogen bond switching.

- Determining that resonance assisted hydrogen bonds can exist in metal-supported organic systems.

- The first report of crystalline phases of rhodizonic acid.

- The discovery of 2D hydrogen bonded co-crystals that directly led to the synthesis of novel 3D co-crystals.

- Pioneering the concept of magic organic clusters on surfaces.
Chapter 2

Fundamentals

This chapter provides an experimental and theoretical overview of the specific intermolecular and molecule-surface interactions that are further discussed in this thesis. Additionally, the literature addressing the self-assembly of dipolar molecules is reviewed. Finally, the experimental instrumentation and methods for the work discussed in Chapters 3-6 is given.

2.1 Intermolecular Interactions

The bonding of any organic material, whether two or three dimensional, is determined by the interplay of attractive and repulsive forces. These attractive forces include, for example, hydrogen bonding, covalent bonding, $\pi - \pi$ and CH-$\pi$ bonding, Coulombic attractions, and van der Waals forces. Note that Coulombic forces and permanent dipoles can interact repulsively as well. The role of electric dipoles is often discussed in the literature, with sometimes controversial conclusions, as will be shown. It is therefore necessary to revisit the concept of dipolar interactions in 2D arrangements of dipoles.
2.1.1 Dipole-Dipole Interactions

An electric dipole moment arises when opposite charges are separated a distance, and is defined by:

\[ \vec{p} = q \vec{l} \]  \hspace{1cm} (2.1)

where \( \vec{p} \) is the dipole moment, \( q \) is the charge, and \( \vec{l} \) is the distance separating the charges. The direction of \( \vec{l} \) points from negative to positive charge. Dipole moments are typically given in units of Debye (D), in which 1D \( \approx 0.208 \) e˚A.

Values of organic dipole moments in natural substances vary quite significantly, ranging from 0 D to over 10 D. Table 2.1 gives values of dipole moments for common organic molecules as well as the organic species discussed later in this thesis.

For a pair of two dipoles, \( \vec{p}_1 \) and \( \vec{p}_2 \), the dipole-dipole interaction energy is dependent on the separation distance, \( \vec{r} \), and the relative orientations of the dipoles. The dipole-dipole energy is given by:

\[ U = \frac{1}{8\pi\epsilon_0} \frac{1}{r^3} [\vec{p}_1 \cdot \vec{p}_2 - 3(\vec{p}_1 \cdot \hat{r})(\vec{p}_2 \cdot \hat{r})] \]  \hspace{1cm} (2.2)

A simple schematic of the quantities involved in Equation 2.2 is shown in Fig. 2.1. Equation 2.2 is valid when the separation between the dipoles, \( \vec{r} \), is more than three times the length of the diople, \( l \) [25]. Fig. 2.2 illustrates the reason for this. When the

<table>
<thead>
<tr>
<th>Organic Species</th>
<th>Dipole Moment (D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO(_2)</td>
<td>0</td>
</tr>
<tr>
<td>H(_2)O</td>
<td>1.85</td>
</tr>
<tr>
<td>3-Hydroxyphenalenone</td>
<td>5.98</td>
</tr>
<tr>
<td>NaCl</td>
<td>9</td>
</tr>
<tr>
<td>Croconic Acid</td>
<td>9-10</td>
</tr>
<tr>
<td>Quinonoid Zwitterion</td>
<td>10</td>
</tr>
</tbody>
</table>
dipole separation is similar to the length of a dipole as in (b), the Coulombic energy of the central two charges is underestimated because their spacing is overestimated. In this case, it is more accurate to evaluate the interaction energy of all point charges.

Figure 2.1: Illustration of two point dipoles separated a distance \( r \). The energy of this configuration can is given by Equation 2.2.

Figure 2.2: (a) When dipoles are far from each other relative to their internal length equation 2.2 holds. However, when dipoles become close as in (b) equation 2.2 underestimates contributions from nearby charges and equation 2.3 must be utilized.

Using Equation 2.2, the relative energies of various dipolar configurations as a function of the separation between neighboring dipoles can be evaluated. The energies of the dimer configurations shown in Fig. 2.3 were calculated for a dipole moment of 1 D per dipole. Note that two configurations are attractive and two are repulsive, and this does not depend on the separation distance. However, the relative favorability of the configurations switches at \( r = 0.8 \) nm.
Figure 2.3: The energy in meV is plotted versus separation distance in nm for the dipole dimer configurations illustrated. The two configurations to the left are attractive, whereas the other two are repulsive.

Self-assembled molecular systems often have a separation of neighboring dipoles that is much less than three times the charge separation, $l$. For example, in many of the systems discussed in Chapter 3, the size of the molecule, which roughly corresponds to charge separation, is approximately 5 Å and the intermolecular spacing is approximately 7 Å. Therefore, the dipole approximation (Equation 2.2) is not a good approximation and point charges have to be evaluated instead. This is achieved by treating the dipoles as a discrete set of Coulombic charges, in which the energy of
each pair of charges is summed. To avoid double counting, there is an extra factor of $1/2$ in the equation, which is given by:

$$U = \frac{1}{8\pi \varepsilon_0} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{q_i q_j}{r_{ij}}$$

(2.3)

where $r_{ij}$ is the distance connecting the $i^{th}$ and $j^{th}$ charge.

In order to probe the electrostatic energy in 2D assemblies, four model tetramers illustrated in Fig. 2.4, were evaluated. The energy of each of these configurations was calculated with the point dipole approximation (Equation 2.2) and with the Coulomb equation (Equation 2.3). For each of these, the dipole moment was selected to be 1 D, the dipole length 0.5 nm, and the charge of 0.0416 e. The energies were calculated for three different separation distances: 0.5 nm, 1 nm, and 5 nm. The calculations for the “Alternating Chain” and “Parallel Chain” configurations remain valid for dipole moments which point out of the plane. However, we have not considered out of the plane analogs for the “Square” and “Diamond” configurations, because those require 3D growth to construct.

Figure 2.5 plots the results of the calculations. First, compare the results for Equation 2.2 and 2.3 for any given configuration. Notice that at a short dipole separation ($r = 0.6$ nm) the point dipole approximation yields very different results than the Coulomb equation. This effect is particularly noticable for the square configuration. As the dipolar separation is increased to 5 nm, the energetic differences between Equation 2.2 and 2.3 become negligible, as is expected.

Second, for a given equation one can compare the energies of the configurations to each other. Note that the parallel chain is the only repulsive configuration for both equations. For the point dipole approximation, the three attractive configurations are of very similar energies, within 1 meV at all length scales. For the Coulomb equation,
the square configuration becomes increasingly favorable as the dipole separation is shortened. This is because the positive and negative charges from neighboring dipoles are much closer than in the other configurations. For example, at \( r = 0.6 \) nm, for the square configuration, neighboring opposite charges are within 1 Å of each other. Whereas for the alternating chain, neighboring charges are six times further apart. Hence the square configuration has a much lower energy.

It is worth noting that the total magnitude of these energies is very low. Even in the extreme case of the square configuration and a spacing of \( r = 0.6 \) nm, the energy is less than 10 meV. The energy difference between configurations is, at most, about 10 meV, and typically less than 1 meV. These are very small energies as compared to the energies of typical chemical bonds and on the order of weak van der Waals forces. Table 2.2 displays typical bond strengths for commonly observed interactions. From this it is clear that dipole-dipole forces are roughly comparable to other weak forces.
such as van der Waals and CH-... interactions. Dipolar forces are only a significant factor in the absence of stronger bonds and if the dipole moment is large.

Figure 2.5: Energy/molecule of the configurations shown in Fig. 2.4. Pt. Dipole indicates the energy was calculated with Equation 2.2 and Coulomb indicates the use of Equation 2.3.

Given the observed energies, one may ask what role dipole energy minimization plays in driving the self-assembly of dipolar molecules. Thus, simulations are needed to determine what configuration has the lowest energy, and to compare that energy with other comparable energies, such as hydrogen bonding. However, such calcula-
Table 2.2: Typical Bond Strengths for Common Molecular Interactions.

<table>
<thead>
<tr>
<th>Bond Type</th>
<th>Energy (eV)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Van der Waal</td>
<td>&lt;0.05</td>
<td>[26]</td>
</tr>
<tr>
<td>Dipole-dipole</td>
<td>0.02–0.08</td>
<td>[26]</td>
</tr>
<tr>
<td>CH-π</td>
<td>0.06–0.1</td>
<td>[27]</td>
</tr>
<tr>
<td>π-π</td>
<td>~0.1</td>
<td>[27]</td>
</tr>
<tr>
<td>Hydrogen (moderate)</td>
<td>0.17–0.65</td>
<td>[28]</td>
</tr>
<tr>
<td>Metal-ligand</td>
<td>0.5–2</td>
<td>[27]</td>
</tr>
</tbody>
</table>

Talapin et al. calculated the dipolar energies of inorganic nanoparticles with an extremely large dipole moment of 100 D (which is an order of magnitude larger than any organic molecule – see Table 2.1) and a radius of 5.8 nm, for three layer systems [29]. Van der Waals forces were nearly constant for all the arrangements considered and did not impact the relative energetics. Diagrams of the three most energetically favored configurations are shown in Fig. 2.6. It is worth noting that even with a 100 D dipole moment, the lowest energy, -39 meV/particle, is much less than a typical hydrogen bond, 170-650 meV. On the basis of the considerations in this section, I will discuss dipolar effects in 2D molecular networks in Chapter 3.
2.1.2 Resonance Assisted Hydrogen Bonding

One specific type of hydrogen bond important to this thesis is resonance assisted hydrogen bonds (RAHB). RAHB occur when two or more resonant structures exist and are coupled with different locations of a proton in a hydrogen bond. The different resonances strengthen the hydrogen bond, in effect shortening the H-bond length. Electron delocalization is increased due to the resonance. The effect is a two-fold synergistic strengthening of both H-bonds and electron delocalization. A simple example of RAHB is seen in a carboxylic acid dimer, shown in Fig. 2.7. In this figure, two locations of each hydrogen bond are possible and each corresponds with a particular electron geometry. The real structure is not just a rapid switching between these two, but is a hybrid of these, in which the electrons are delocalized and the energy is lower than either of the individual components.

RAHB exist for a wide range of other molecules, such as diketone enols [31], carboxylic acids [32], and inorganic acids like cacodylic acid [33]. Of particular
relevance to this thesis, ferroelectric organic crystals such as croconic acid and 3-hydroxyphenalenone (3-HPLN) exhibit RAHB, and those bonds are in fact the reason for their ferroelectricity [20, 34], as is explained later. In general terms, the formula

\[ A = R_n \ -DH \quad \text{describes systems for which RAHB are possible, where } A \text{ is the acceptor atom, } D \text{ the donor atom, and } R_n \ (n=1,3,5...) \text{ is a resonant chain of alternating single and double bonded atoms.} \]

Importantly, some RAHB have the effect of increasing the electric polarization of the organics participating in the bonds. This mechanism is demonstrated through the example of the diketone fragment shown in Fig. 2.8, in which one of the resonant structures may have a net dipole moment due to partial charges on the acceptor and donor atoms. The unpolarized structure is shown in Fig. 2.8(1a) and the polarized form in (1b). The location of the proton in the hydrogen bond (whether inter or intra-molecular) serves to partially balance out this charge and make the ionized structure more energetically favorable. This, in turn, increases the overall polarity of the molecule by having a higher contribution of the polar resonance to the overall structure.

Two molecules, 3-hydroxyphenalenone (3-HPLN) and croconic acid (CA), which are examined in significant detail in Chapters 4 and 5, exhibit electric polarization and, in fact, ferroelectricity, due to their formation of RAHB. 3-HPLN possesses a ketone-enol structure which fits the general criteria for RAHB formation as discussed...
Figure 2.8: (1a) -diketone fragment in a non-polar and (1b) polarized form. When intramolecular (2) or intermolecular (3) hydrogen bonds form, they enhance the stability of the two resonances thus enhancing -electron delocalization and polarization. Reproduced from reference [31].

above [20]. Ketone and enol end groups are illustrated in Fig. 2.9. The two resonant structures of 3-HPLN are shown in Fig. 2.10 (a). A polarization forms from the unequal charges on the ketone and enol fragments. In its crystalline form, CA forms hydrogen bonded sheets [34]. Similar to 3-HPLN, the molecule consists of ketone and enol end groups. Due to the increased number of H atoms per molecule compared with 3-HPLN (2 compared with 1) the two possible resonant structures correspond with a more complicated switching of the bonds. As shown in Fig. 2.10 (b), the resonant structures correspond with -electrons moving in such a way that the ketone and enol groups are reversed. Again, the polarization arises from unequal charges on the ketone and enol groups.
Figure 2.9: Ketone and enol groups which participate in RAHB.

Figure 2.10: (a) Resonance structures of 3-hydroxyphenalenone, which exhibit resonance assisted hydrogen bonding. The resulting electric polarization runs parallel to the chain direction \[20\]. (b) Resonance structures of croconic acid in the ferroelectric crystal phase \[34\].

The study of RAHB on metal surfaces is still in its infancy. An early study attributed the bonding of guanine quartets on Au(111) to RAHB \[35\]. However, this has since been disputed \[36\]. This thesis will examine the bonding of organic species that participate in RAHB in the bulk, on metal surfaces to further understanding of this topic.
2.2 Review of Experiments of Dipolar Molecules on Surfaces

In the last decade many experimental studies have been performed to address the fundamentals of metal-organic systems. Photoemission spectroscopy has allowed for the precise measurement of the interface electronic structure of organic-metal systems [22, 37–39]. Kelvin probe force microscopy has allowed for the detection of changes in surface potential with lateral detection below 1 µm [40, 41]. Scanning tunneling microscopy is useful for studying the self-assembly and electronic properties of adsorbed molecules with sub-molecular spatial resolution [42–44]. Dipole-dipole interactions of organics on a surface can now be tested in real space [23, 45–48]. Here, a review of experimental results of both the interface electronic structure of dipolar molecules and their self-assembly is presented.

2.2.1 Electronic Effects of Dipolar Molecules on Surfaces

In the simplest picture, the deposition of a polar organic adlayer results in changes to the workfunction that correspond to the direction of the dipole layer. Specifically, if dipoles point into the substrate the workfunction is increased, and if they point out of the substrate the workfunction is decreased. However, as will be shown for a variety of cases below, this change in the workfunction can sometimes be overcome by effects stemming from charge transfer and charge rearrangement, leading to the opposite results.

A large number of the earlier studies on self-assembled monolayer (SAM) interface electronic structures were performed on alkanethiols. Alkanethiols are S terminated compounds, which have long C chains with tunable end groups. Modifying the end
groups results in a controllable dipole moment, as illustrated in Fig. 2.11. Because they form uniform self-assembled monolayers on a variety of metal surfaces, they became a prototypical example of dipolar organic adlayers. Varying the substituent group was found to either increase [49–52] or decrease [49–52] the surface potential, and hence the workfunction of the supporting noble metal surface. Charge transfer was found to be larger on Ag than Au, which resulted in a greater change in workfunction for the Ag surface. [49]. Additionally, for alkanethiols the change in workfunction of a metal surface was found to vary linearly with length of alkane chain [40,53].

![Diagram of three alkanethiols demonstrating their tunable dipole moment](image)

Figure 2.11: Illustrations of three alkanethiols demonstrating their tunable dipole moment [51].

Many other S-containing molecules have been studied, other than alkanethiols. These molecules, like alkanethiols, bind to the metal surface by the S-atom. On Au, areanethiols can be successfully modeled as two sheets of dipoles, one created by the molecule itself and one from the S-Au charge transfer at the interface [54]. A variety of compounds that bind to Au [54–56] and CuInSe$_2$ [56] through S atoms vary the workfunction of the underlying substrate at levels which correspond to their dipole
moment. Furthermore, Bruening et al. found that the surface potential varies with the coverage and the orientation of the ligands [56]. Adsorption of photoswitchable azobenzenes was found to reversibly switch the workfunction of Au, as shown by Qune et al. [57]. Further, by examining two chemically different azobenzenes, which each had varying dipole moments corresponding to their respective cis and trans configurations (i.e. four different cases), the changes in workfunction could be separated into components from charge transfer and intrinsic dipole moment.

Non-S containing molecules have been examined, especially in more recent years. Three large $\pi$ conjugated molecules with large dipole moments, GaClPc [21], SubPc [22], and VONc [37] were studied on Cu(111), Ag(111), and Au(111) respectively. GaClPc and Subpc adsorb with the Cl down and the workfunction of the metal is decreased. Surprisingly, the dipole moment of VONc points in the opposite direction, yet the workfunction of the metal is decreased in this case as well. DFT calculations reveal that this is due to significant charge rearrangement which more than compensates any effects of the permanent dipole moment. This demonstrates that the orientation of the dipole moment cannot always be used to predict whether the work function will increase or decrease upon the adsorption of an organic layer. Koch et al. determined that a large non-polar pentacene derivative (PFP) acquires a significant dipole moment (0.5 D) caused by a geometric distortion when adsorbed onto Cu(111) [58]. This adsorption induced dipole moment modifies the interface electronic structure, highlighting the importance of adsorption geometry.

Organic species tend to interact more weakly with HOPG than with metal surfaces, often resulting in a change of the workfunction that directly corresponds to the direction of the dipole moment of the organic adlayer. Examples of this include phthalocyanine species with a variety of dipole moments adsorb onto HOPG such that the dipole moment points toward the surface. In all cases, this results in an
increase of the workfunction by $< 0.5$ eV [59]. One complicating factor, however, is that the self-assembly of these molecules does play a crucial role. In the case of phthalocyanine, a second layer adsorbs with the opposite orientation of the first, thereby diminishing the effect the first layer has on the workfunction. A thin dipole layer of OTiPc adsorbs onto HOPG with a downward facing dipole, which increases the workfunction by approximately 0.21-0.35 eV [60]. When VONc is deposited on HOPG, the change in workfunction (increase of 0.2 eV) directly correlates with the direction of molecular dipole moment (downwards) [61], which is in contrast to the observed result on Au in which a downward facing dipole moment results in a decrease in the workfunction [37].

2.2.2 Self-Assembly of Dipolar Molecules

The self-assembly of dipolar molecules is critical to organic-molecule interface electronic effects because the direction that the dipole moment faces can directly influence the energy level alignment. Similarly, the adsorption geometry can determine charge transfer, as will be shown below. Whether or not the molecular self-assembly is driven by electrostatic considerations is still an open question. Many studies have been undertaken to explore these considerations. Here I review the self-assembly of dipolar molecules examined at the liquid-solid interface, under ambient atmospheric conditions, and under UHV. Dipolar molecules studied with perpendicular and parallel attachment geometries are discussed, followed by apolar molecules which adopt a dipole moment through surface interactions.

Numerous studies explore the self-assembly of dipolar anthracene molecules with extended alkane side chains, at the liquid-solid interface. These studies focus on modifying the long alkane chains with dipolar components, including ether [62–65]
and ketone [66] groups. In general, the studies focus on the competition of attractive van der Waals forces between the alkane chains with either repulsive or attractive dipolar effects. The length of the side chain, including even/odd effects [65] and the location of the dipolar groups [66], drives the molecules into a variety of assemblies, as is illustrated in Fig.2.12 (a)-(c). Assemblies ranging from anti-parallel dipoles (a) [63–66], parallel aligned dipole moments (c) [65, 66], and even a herringbone pattern (b) [65] were observed. Often, multiple phases were observed on the same sample [64, 65]. However, by modifying the location of the dipolar groups, the amount of polymorphism could be controlled [64]. Co-crystals were grown with a variety of anthracene compounds [62, 63, 66]. Examples of parallel alignment of the dipole moments in anthracene cocrystals are illustrated in Fig. 2.12(d),(e).

Also at the liquid-HOPG interface, several groups have investigated the effect a dipole moment in the central, conjugated part of an organic molecule has on self-assembly. Xu et al. reports the co-existence of two different polymorphs, one cyclic, see Fig.2.13(a), and one linear (b), which correspond to slightly different adsorption geometries of the molecule [26]. Calculations reveal that the linear structure maximizes van der Waals attraction, while the cyclic one maximizes dipolar attractions. Surprisingly, a study on polar oligothiophenes found pairs of anti-parallel aligned molecules (Fig.2.13(c)) [67], despite the fact that anti-parallel dipoles are repulsive, as demonstrated earlier this chapter. One study examines zwitterionic molecules, which have a high in-plane dipole moment of about 10 D [68]. Unlike the previously discussed cases, the molecules are capable of forming hydrogen bonds when bound in an anti-parallel alignment, see Fig.2.13(d). This particular configuration also allows for strong van der Waals attraction between interdigitated alkane chains.

In all the examples described above, the long ligands have significant steric interactions which must influence the self-assembled geometries observed. More compact
Figure 2.12: Anthracene compounds modified to have a dipole moment self-assemble into a wide range of structures, which includes (a) opposite facing dipoles [64], (b) a honeycomb pattern [64], (c) parallel alignment of dipoles [65]. Co-crystals of different anthracene compounds have formed parallel alignment of the chains as illustrated in (d) [66] and (e) [63].

molecules have been studied at the liquid-solid interface, under ambient conditions, and under UHV. First, I discuss molecules which adsorb such that their dipole moment points perpendicularly to the surface, followed by a comparison to molecular adsorbates with a dipole moment parallel to the surface plane.
Figure 2.13: Organic species with long ligands and a dipolar core have been studied at the HOPG/liquid interface. Observed self-assembled structures observed are (a) A cyclic configuration [26], (b) Linear chains [26], (c) Tail to tail pairs of dipoles [67] and (d) Alternating chains [68].

Experiments show that adsorbates with a dipole moment perpendicular to the surface form a variety of different seemingly unrelated network structures. On Cu(111), Ir(ppy)$_3$ attaches with the dipole moment pointing towards the surface [24]. At all coverages the molecules are repulsive and remain isolated from each other, as is shown in Fig. 2.14(a). From analysis of the average spacing, the surface state of Cu is ruled out as a factor, which is found relevant in other structures [69–71]. Instead, the authors rationalize the intermolecular repulsion by repulsive dipole-dipole interactions.
They are able to model this repulsion if, through surface interactions such as an image dipole, the dipole moment was increased to approximately 9.2 D, which is significantly greater than the gas phase value of 6.5 D. In contrast, bowl shaped hydrocarbons (corannulene and methylcorannulene) both acquire comparably large dipole moments of 6 and 9 D respectively when adsorbed onto Cu(111), yet these molecules form close packed networks with all the dipole moments aligned, as shown in Fig. 2.14(b) [72]. Other studies demonstrate close packed networks of aligned out of plane dipoles on Ag(111) [22], under ambient conditions on Au(111) [73], and under UHV conditions on Au(111) with about 80% alignment of dipoles. Of particular interest, Toader et al. discovered that SnPc adsorbed on Ag(111) has a smaller dipole moment when adsorbed with Sn-down compared to Sn-up. Importantly, only two dipolar configurations, one in which all dipoles point down and one in which the molecular dipoles alternate up/down, were observed, see Fig. 2.14(c). Up only congregations were never observed, implying that these were repulsive due to the larger dipole moment.

Remarkably, in two instances STM tip-induced dipole switching was reported for molecules with a dipole moment perpendicular to the surface. Namely, ClAlPc selectively adsorbs into the holes of a SiC nanomesh forming an ordered array [74]. As deposited, the dipole moment of the ClAlPc aligns with the dipole moment of the underlying lattice, which points perpendicular to the surface plane. By scanning with an STM tip or performing a voltage pulse of the tip of a magnitude greater than 3.3 V, the orientation of the molecular dipole moment can be reversed, accompanied by a shift in the adsorption position. While this switching is irreversible, the same molecule deposited onto HOPG can be reversibly switched into an up or down configuration with voltage pulses [23].

The following studies have examined the self-assembly of polar organic molecules that adsorb to surfaces with the orientation of the dipole moment parallel to the
Figure 2.14: Self-assembled structures reported for perpendicularly attached dipole moments. Structures include (a) Repulsive single molecules [24], (b) Close packed structures [72], and (c) A mixture of aligned dipoles and alternating up/down close packed networks [48].

surface plane. The organic species 1,5-dichloropentane displaces Si surface charges upon adsorption, which drives it to self-assemble into 1-D electret lines [45], displayed in Fig. 2.15(a). Kuck et al. examined salen complexes that were modi ed both with and without a dipole moment on Cu(111) [46]. The non-polar species repel each other, while the addition of an inplane dipole moment leads to a porous 2-D network shown in Fig. 2.15(b). At the liquid solid interface, Mu et al. investigated a large, conjugated, $C_3$ symmetric molecule which was functionalized to have a dipole moment on end groups, and also functionalized to not have a dipole moment for comparison [75]. It was found that adding dipolar groups switched the self-assembled structure from a close-packed hexagonal network into a porous honeycomb network due to an anti-parallel alignment of the end groups, illustrated in Fig. 2.15(e). 4-

uorostyrene was examined on both Cu(111) and Au(111) [76], however, calculations demonstrate that surface interactions actually modify the dipole moment such that
it is larger (approximately by a factor of 2) and out of plane. The molecules form magic clusters, comprised of three molecules on Cu and four molecules on Au with the difference in cluster size attributed to unequal charge uptake (and thus dipole moment) in the two cases.

![Figure 2.15: Self-assembled structures reported for organics with an in-plane dipole moment. Structures include (a) lines [45] (b) Porous 2-D networks [46]. (c) Aligned 2-D domains [77] (d) Rings [78] and (e) Honeycomb networks [75]. Arrows indicate direction of dipole moment in all cases.](image)

Further highlighting the importance of changes in dipole moment upon adsorption to a metal surface, styrene is nearly non-polar in the gas phase but acquires a significant in-plane dipole when adsorbed on Ag(100) [78]. This dipole moment was found to drive the self-assembly into small clusters of four or eight molecules, seen in Fig. 2.15(d). While the dipole moment was not calculated for adsorption onto Au(111), styrene aligns parallel locally as illustrated in Fig. 2.15(c). Surprisingly, when adsorbed onto Ag(111), styrene did not acquire a dipole moment due to the different adsorption geometry. Lending further evidence of the importance of surface charge transfer/rearrangement is the study of TTF of Au(111) [79]. Through charge
transfer TTF acquires a dipole moment out of the plane of nearly 5 D and the molecule is charged to such an extent that its Coulombic repulsion outweighs other attractive forces.

As can be seen, much progress has been made towards understanding how dipolar molecules self-assemble on surfaces. However, there remain open questions. For example, molecules that have similar dipole moments that point perpendicular to the surface plane repel each other on one surface [24] and attract each other on another [72]. This indicates that the dipolar interactions are only one part among several complex interactions. Many studies of dipolar molecules ascribe the ordering of the molecules to their dipole moment. However, the variety of structures reported for dipolar molecules, such as those seen in Fig. 2.15, can only mean that most of them are not in the energetically favored dipole configuration, which was shown earlier in this chapter. This means that there must be other factors contributing to the self-assembly of these structures that dominate over dipolar interactions. Another current challenge is that the dipole moment of a molecule in the gas-phase often changes substantially after deposition on a surface, as was discussed above. The dipole moment can even depend on the crystal orientation of the surface. This thesis aims to systematically study strongly dipolar molecules on various surfaces to establish the role of the intrinsic dipole moment during organic self-assembly.

2.3 Molecule Surface Interactions

The utilization of organics in devices often requires their deposition onto a supporting substrate. It has been shown that interactions with the substrate can be significant [9, 43, 47]. Some observed effects are band alignment and broadening, charge transfer, modification of the surface workfunction [1], alterations of carrier density [11], the
emergence of new electronic states due to the hybridization of organic and metal orbitals [12], and even the emergence of magnetism [13]. These effects can be utilized as parameters to tailor material properties [80]. Fundamental interactions between organics and surfaces are first discussed, followed by more technical aspects of current theories.

2.3.1 Short Review of Clean Metal Surfaces

Before discussing how molecules interact with metal surfaces, it is worthwhile to first review a few basic concepts of clean metal surfaces. Every metal surface has an inherent dipole moment pointing inwards toward the surface. This can be readily understood by examining a simple theoretical model: the jellium model. In this model, the positive ionic lattice of a crystal is assumed to be uniformly distributed throughout the bulk material. The electrons do not terminate sharply at the surface, however, and some electron density is present in the vacuum region outside the surface. This electron “spillout” is compensated inside the bulk, resulting in Friedel oscillations of the electron density. The resultant distribution of electron density creates an inward pointing surface dipole moment, illustrated in Fig. 2.16. The jellium model reflects the intuitive physical picture, in which a regular bulk lattice of positive ions is surrounded by electron clouds. When a surface is created, the lattice terminates in negatively charged electron clouds, creating a surface dipole.

The workfunction is defined as the energy to remove an electron from inside the bulk of a metal to a macroscopic distance away. Many factors influence the magnitude of a workfunction. An increase in the interface dipole correlates to a larger workfunction, because an electron must move against the electric field created by this interface dipole. The connection between interface dipoles and workfunctions can be
Figure 2.16: In the jellium model, electron density oscillates as it approaches the surface leading to a surface dipole. Adapted from reference [81].

seen by examining different crystal faces of a metal, which have different densities of electrons, resulting in different magnitudes of interface dipoles [82]. For example, for W the work function of the (111) face is 0.78 eV lower than for the (110) face, which corresponds to the lower electron density of the (111) face [83].

Monatomic steps in a metal surface have the effect of lowering the workfunction [84]. In terms of the jellium model, electron clouds still extend outwards into the vacuum but the contributions from one step partially cancel out the contributions from another layer. This effect has even been measured with STM in which laterally resolved maps of the workfunction appear darker, corresponding to a lower value of the workfunction, at monatomic steps [85].
Table 2.3: Catagories of molecule metal interaction strengths. Charge transfer is abbreviated CT, Induced Density of Interfacial States is IDIS, and Integer Charge Transfer Model is ICT.

<table>
<thead>
<tr>
<th>Strength</th>
<th>Type of Bonding</th>
<th>Charge Transfer</th>
<th>Relevant models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weakest</td>
<td>Weak Physisorption</td>
<td>None</td>
<td>Only Pauli Repulsion</td>
</tr>
<tr>
<td></td>
<td>Physisorption</td>
<td>Possible Integer CT</td>
<td>ICT</td>
</tr>
<tr>
<td></td>
<td>Weak Chemisorption</td>
<td>Possible Partial CT</td>
<td>IDIS</td>
</tr>
<tr>
<td>Strongest</td>
<td>Covalent Bonding</td>
<td>Partial CT</td>
<td>Case by case</td>
</tr>
</tbody>
</table>

2.3.2 Molecule-Substrate Interaction Strengths

Organic metal interactions range from very weak physisorption to strong covalent bonding. No single model accurately describes all interfaces, and thus catagories of interactions are useful. Table 2.3 provides a summary of the classes of interaction strengths and what models are typically used to describe these cases, based on reference [17]. Though an interaction may be termed “weak”, the observed physical effects can, however, be significant. For example, bowl shaped hydrocarbons called coronulene induce a dipole moment of approximately 8.8 D on Cu(111), despite nearly no charge being transfered to or from the molecule [72].

2.3.3 Energy Level Alignment

Upon adsorption to a metal surface, the energy levels of the organic and metal can align in a number of ways, depending on the strength of the interaction. In the weakest case of physisorption with no charge transfer, the energy levels of the organic molecule may shift slightly but do not align with those of the metal surface.

For slightly stronger physisorption, the integer charge transfer (ICT) model accurately describes the energy level alignment of certain organic/metal systems. In particular, this model typically describes interfaces which are created under ambient atmospheric conditions in which atmospheric adsorbates passivates the sample and
limit interaction strength [17]. In this model, two new molecular energetic states are defined. The positive (negative) integer charge transfer state \( E_{\text{ICT}^+} \) (\( E_{\text{ICT}^-} \)) is that for which one electron (hole) has tunneled into the surface and the molecule has been relaxed geometrically, with screening from the substrate taken into account. This results in three different regimes depending on the workfunction of the surface. The first regime is that for which the workfunction of the bare metal (denoted \( \Phi_M \)) is \( \Phi_M > E_{\text{ICT}^+} \), illustrated in Fig. 2.17 (a). In this case, an electron tunnels from the molecule to the surface, resulting in the Fermi level of the metal aligning with the positive integer charge transfer state. Note that this results in an offset of the vacuum levels of the molecule and metal, labeled \( \Delta \) in Fig. 2.17. The second case, when \( E_{\text{ICT}^-} < \Phi_M < E_{\text{ICT}^+} \), results in energy level alignment, \( \Delta \approx 0 \), as is illustrated in Fig. 2.17(b). Finally, Fig. 2.17 (c) illustrates the third regime, when \( \Phi_M < E_{\text{ICT}^-} \). This results in the transfer of an electron from the surface to the molecule, and the Fermi level of the metal is pinned to the negative charge transfer state.

For interfaces in which the organic species weakly chemisorb to the metal, i.e. those described by the induced density of interfacial states (IDIS) model, the energy levels align in a different way. Upon adsorption to a metal surface, the molecular orbitals broaden from discrete lines into bands, shown in Fig. 2.18. The red line marked CNL represents the charge neutrality level. It is defined such that the integral of the density of states up to the CNL is equal to the charge of a neutral isolated molecule, as in Equation 2.4.
Figure 2.17: Energy level diagrams for the three cases of the ICT model. (a) Fermi-level pinning to $E_{\text{ICT}^+}$ when the metal workfunction is greater than $E_{\text{ICT}^+}$ (b) Vacuum level alignment when the workfunction of the metal is between the two charge transfer energy states. (c) Fermi-level pinning to $E_{\text{ICT}^-}$ when the workfunction is less than the $E_{\text{ICT}^-}$.

\[ CNL \]

\[ \text{DOS}(E)dE = N \]  (2.4)

Figure 2.18: Illustration of a typical band diagram for weakly chemisorbed organics.

Note that the DOS is not, in general, symmetric about the HOMO-LUMO gap.
Because of this asymmetry, the CNL is located closer in energy to the molecular orbital with higher density of states. The energy levels of the organic shift such that $E_F \approx \text{CNL}$. The reason this is not an exact equality is that the surface has screening effects. These are taken into account in the IDIS model, the details of which are provided in Section 2.2.6.

As alluded to in Table 2.3, for strongly reactive interfaces and those with strong covalent bonds, each scenario must be analyzed on a case by case basis. This is because there currently are no general models which successfully describe all of these [17].

### 2.3.4 Interface Charge Transfer

For the weakest molecule/metal interface interaction, no charge is transferred across the interface. This is typically observed for noble gases or saturated hydrocarbons on clean metal surfaces [17].

Organic/surface interfaces that are successfully described by the integer charge transfer model typically involve molecules with $\pi$ conjugated electron systems. In these compounds, the $\pi$ electrons in the organic do not hybridize with metal states [17]. Thus, charge can only transfer through tunneling because of the lack of hybridization. Depending on the relative energies of the metal workfunction and molecular orbitals, three cases exist. The molecule can gain an electron, donate an electron, or have vacuum level alignment (with no charge transfer). Experimentally, this is observed by measuring the workfunction of the combined molecule/surface interface and comparing it to the bare surface workfunction. The resulting plot is often termed a “mark of Zorro” plot, in which three clear regimes are observed, corresponding to one electron transferred, no charge transferred, or one hole transferred. For most $\pi$ conjugated compounds studied, the energetic gap between positive and negative charge
transfer states is too large to experimentally access all three regimes [17]. However, Crispin et al. demonstrated that for low band gap polymers (such as alternating polyuorene-green1) all three regimes can be experimentally verified, as shown in Fig. 2.19 [38].

![Figure 2.19](image.png)

Figure 2.19: Three charge transfer states (highlighted by red ellipses) representing 1 hole transferred (far left), no charge transfer (center) and 1 electron transferred (right), which occurs with physisorption between organic adsorbates and surfaces. Adapted from reference [38].

For weakly chemisorbed systems, such as those described by the induced density of interfacial states (IDIS) model mentioned above, molecular orbitals hybridize with metal wavefunctions. This results in non-integer charge transfer. The quantity of charge transferred is determined by the charge neutrality level (CNL) as defined previously. If the CNL is located above the Fermi level of the metal, charge will transfer to the metal, and if the CNL is below the Fermi level, charge will transfer from the metal to the organic. This occurs until the CNL approaches the Fermi level of the metal (CNL $E_F$). This is part of the basic framework of the unified IDIS
Table 2.4: Charge transfer at the metal organic interface. Charge transferred to the surface is listed as positive.

<table>
<thead>
<tr>
<th>Organic Species</th>
<th>Metal Surface</th>
<th>Charge to Surface(e)</th>
<th>Method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>VONc</td>
<td>Au(111)</td>
<td>0.7</td>
<td>Calculation</td>
<td>[37]</td>
</tr>
<tr>
<td>F$_4$-TCNQ</td>
<td>Cu(111)</td>
<td>-1.8</td>
<td>Experiment</td>
<td>[12]</td>
</tr>
<tr>
<td>PTCDA</td>
<td>Ag(111)</td>
<td>-0.6</td>
<td>Calculation</td>
<td>[86]</td>
</tr>
<tr>
<td>4-Fluorostyrene</td>
<td>Cu(111)</td>
<td>0.3</td>
<td>Combined</td>
<td>[76]</td>
</tr>
<tr>
<td>4-Fluorostyrene</td>
<td>Au(111)</td>
<td>0.2</td>
<td>Combined</td>
<td>[76]</td>
</tr>
<tr>
<td>Corannulene</td>
<td>Cu(111)</td>
<td>0</td>
<td>Combined</td>
<td>[72]</td>
</tr>
<tr>
<td>ClAlPc</td>
<td>Cu(111)</td>
<td>-1.3</td>
<td>Calculation</td>
<td>[44]</td>
</tr>
<tr>
<td>TTF</td>
<td>Au(111)</td>
<td>0.43</td>
<td>Calculation</td>
<td>[87]</td>
</tr>
</tbody>
</table>

model, which is discussed in greater detail in Section 2.2.6.

Many experiments and calculations have been performed to compute the charge transfer occurring at a metal/organic interface. These values range from zero to over 1 e. For reference, some examples of organic/metal charge transfer values are provided in Table 2.4.

### 2.3.5 Pauli Repulsion

Regardless of the strength of interaction, from the weakest physisorption to the strongest chemisorption, when a molecule or atom is adsorbed onto a metal surface, the electronic wave functions of both the adsorbate and metal overlap. These overlapping electrons experience Pauli repulsion, i.e. two identical Fermions cannot occupy the same quantum state simultaneously. As a result, the electrons in the surface are “pushed back” into the metal and often rearrange to a ring surrounding the adsorbate, resulting in the name the pushback, pillow, or Pauli repulsion effect. The outcome of this is a change in the charge distribution at the surface, resulting in a reduction of the interface dipole of the metal, which corresponds to a lowering of the workfunction of the metal.

For molecules or atoms with filled electronic shells, such as the noble gases, the
reduction in surface dipole is particularly pronounced because the molecule’s electron clouds are not easily deformed [88]. Computationally, this effect has been successfully utilized to model Xe on Cu(111) [88] as well as cyclohexane and benzene on Cu(111) [89] and Au(111) [90]. The resulting change in interface dipole can be significant, exceeding 1 D in some cases [90]. This effect is not limited to simple noble gases and hydrocarbons. Recently, Pauli repulsion was found to be the primary cause of a 0.73 eV reduction in the Au(111) workfunction for adsorbed vanadyl naphthalocyanine (VONc), even though the inherent molecular dipole pointed towards the surface and would have increased the workfunction [37]. This Pauli repulsion effect has been visualized using laterally resolved maps of the workfunction taken with an STM [43, 91]. In the workfunction map, shown in Fig. 2.20(b), a dark ring appears around the tetraphenyl porphyrin molecule demonstrating the lowering of the workfunction in the vicinity of the molecule.

Figure 2.20: (a) STM image of TPP (b) Workfunction map in which the dark ring just outside of molecule illustrates decrease of the workfunction of Cu due to the pillow effect. Reproduced from reference [43].
2.3.6 Unified IDIS-Pillow-Permanent Dipole Model

As mentioned in previous sections, the induced density of interfacial states (IDIS) model describes weakly chemisorbed organic molecules on metal surfaces. It has demonstrated success in accurately describing many molecule-metal junctions [1]. Furthermore, it has recently been expanded to take into account Pauli repulsion and also the contributions from a permanent dipole moment in the organic. This combined model is termed the unified IDIS model. Because it accurately describes the types of molecule/metal interfaces which are the focus of this thesis, I provide more technical aspects of this theory here.

The first step in the unified IDIS model is to calculate the molecular orbitals for a free molecule using DFT-LCAO calculations [17]. Second, each molecular orbital is broadened into a Lorentzian function due to interaction with metal orbitals [92], which, when summed, yields the density of states (DOS). From the DOS, the charge neutrality level (CNL) can be calculated as described in previous sections. The CNL can be thought of as an organic Fermi level, before interface charge transfer is taken into account. The final parameter fundamental to determining the magnitude of charge transfer at an interface is the screening parameter, S. It varies from 0<S<1, in which S close to 1 corresponds to a weak metal-organic interaction, and S close to 0 corresponds to a strong metal-organic interaction. This parameter allows the unified IDIS model to accurately represent a range of interfaces. The screening parameter is defined by:

\[
S = \frac{dCNL}{d\Phi_M} = \frac{1}{1 + (4\pi e^2 \text{DOS}(E_F) d/A)}
\]  

(2.5)

where d is the distance between the metal and adsorbed organic, and A is the contact area associated with each molecule.

From these calculated values as well as the experimentally obtained work function
value, the value of the induced dipole at the interface can be calculated as:

\[ \Delta_{DIS} = (1 - S)(\Phi_M - CNL) \]  \hspace{1cm} (2.6)

Pauli repulsion can be successfully incorporated into the unified IDIS model as follows. An interface dipole due to the Pauli effect is given by:

\[ \Delta_{pillow} = \frac{4\pi D}{A} \]  \hspace{1cm} (2.7)

where D is a corresponding dipole moment and A is the contact area associated with each molecule. D is calculated by expanding the organic-metal many-body interactions up to second order in the organic-metal overlap. The mathematical details are provided in reference [93]. The pillow interface dipole modifies the workfunction of the surface such that \( \Phi^*_M = \Phi_M - \Delta_{pillow} \). By applying the IDIS formalism with the modified workfunction, it is shown that:

\[ \Delta_{IP} = \Delta_{DIS} + \Delta_{pillow} = (1 - S)(\Phi_M - CNL) + S(\Delta_{pillow}) \]  \hspace{1cm} (2.8)

Notice that for the case of very weak molecule-metal interactions (S=1) the only effect is due to Pauli repulsion. Whereas, for the case of extremely strong interactions (S=0) the Fermi energy level is forced equal to the CNL and the pushback effect is negligible.

Molecules with a permanent electric dipole moment create an electrostatic potential which shifts the energy levels of the molecule with respect to the metal [60]. Similarly, image charges which form in the metal due to dipole layer amplify this effect for perpendicularly attached dipole layers [1]. The effects of a molecular dipole layer can be successfully incorporated into the IDIS model in a similar manner as the
pillow effect. For a molecule with a permanent dipole $P$, on first approximation the change in metal work function is given by:

$$\Delta_{\text{dipole}} = \frac{4\pi P \cos(\gamma)}{A(1 + \alpha)} \quad (2.9)$$

where $\alpha$ is the molecular polarizability, and $\gamma$ is the angle of the dipole moment to the surface normal [94]. Then, the sum of the contributions from charge transfer, the pillow effect, and interface dipole can be simply summed as follows:

$$\Delta_{\text{total}} = S\Delta_{\text{dipole}} + S\Delta_{\text{pillow}} + (1 - S)(CNL - E_F) \quad (2.10)$$

This unified IDIS model which takes into account both permanent diopes as well as the pillow effect has sucessfully modeled certain experimental setups, such as the Cu(100)/Bt-SAM/pentacene system [94]. A review of experimental results, with a discussion of the efficacy of the IDIS model is presented below.

### 2.3.7 Experimental Confirmation of the IDIS Model

X-ray photoelectron spectroscopy (XPS) and ultraviolet photoelectron spectroscopy (UPS) are powerful surface sensitive tools that allow for the study of the workfunction of organics on surfaces. The IDIS model pertains to non-chemically reactive surfaces, which interact moderately with adsorbed organics. In terms of materials, Au is a very good candidate for studying the accuracy of this model. Vázquez et al. compiled a list of photoemission spectroscopy results and compared their IDIS calculations to the experimentally confirmed results [92]. There is remarkable correspondence between the theory and experiment, with the magnitude of the interface diopes often being within 0.1 eV with respect to each other. For quick comparison, their results are summarized in Table 2.5.
Table 2.5: Interface dipoles (Δ) for organics on Au computed with the IDIS model compared to experimental results. All theory values from reference [92].

<table>
<thead>
<tr>
<th>Organic Species</th>
<th>Δ (eV) Theory</th>
<th>Δ (eV) Experiment</th>
<th>Exp.</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>PTCDA</td>
<td>0.25</td>
<td>0.2</td>
<td></td>
<td>[39]</td>
</tr>
<tr>
<td>PTCBI</td>
<td>0.50</td>
<td>0.4</td>
<td></td>
<td>[95]</td>
</tr>
<tr>
<td>CBP</td>
<td>0.43</td>
<td>0.5</td>
<td></td>
<td>[96]</td>
</tr>
<tr>
<td>CuPc</td>
<td>0.91</td>
<td>1.2</td>
<td></td>
<td>[97]</td>
</tr>
<tr>
<td>α-NPD</td>
<td>0.70</td>
<td>0.86</td>
<td></td>
<td>[98]</td>
</tr>
<tr>
<td>α-NPD</td>
<td>0.87</td>
<td>1.3</td>
<td></td>
<td>[99]</td>
</tr>
<tr>
<td>Alq3</td>
<td>0.65</td>
<td>0.65</td>
<td></td>
<td>[39]</td>
</tr>
</tbody>
</table>

2.3.8 Challenges to Interface Modelling

While the unified IDIS model is successful in describing some experimental results, it is not without challenges. The model depends very strongly on the adsorbed molecule-metal distance, which can be difficult to measure experimentally or calculate accurately [17]. Further, the model does not, in general, account for a variety of molecular orientations which can vary based on growth conditions [17].

Neither the integer charge transfer nor the induced density of interfacial states (IDIS) describe systems in which the organic molecule binds covalently to or chemically reacts with the metal. Because of the unique nature of chemical reactions, each reactive metal and organic pair must be treated on a case by case basis [92]. However, some more general statements can be made. Strongly bound adsorbates typically have a short bond length to the substrate, which increases the Pauli repulsion effect. Significant charge is transferred either to or from the surface resulting in a change of the interface dipole. In such cases, the interface dipole has been successfully modeled in terms of the relative chemical potentials of the surface and the organic species as detailed in references [17, 100]. There is some evidence that the absolute hardness, defined as the derivative of the chemical potential with respect to the number of electrons, has a strong correlation with the changes in workfunc-
tion upon adsorption of an organic species. This was demonstrated for acetonitrile on Ni, Fe, and Cu [17, 100]. However, a complicating factor is that in chemisorbed systems, metal atoms often diffuse into organic layers which causes local variations in the chemical and electronic properties of these layers. In short, while individual cases have been accurately modeled, there is not yet one single model, such as the unified IDIS model, for these systems.

Among the challenges to interface modeling that still exist is that each model is limited in the range of interaction strengths which it can describe. This means that one must be able to predict beforehand how strong the interaction will be and then select the proper model, which for intermediate cases may not always be obvious \textit{a priori}. Additionally, the models do not account for defects or contaminations, which often make a significant difference in measured properties such as the work-function [99, 101]. A shortcoming of all of these models is their complexity. Each model requires the use of significant computing resources. Having simple approximations would greatly aid experimentalists in designing future experiments and providing quick guides to explaining experimental results. Simpler models could serve as screening tools to determine which full calculations ought to be performed.

2.4 Experimental Methods

This section first discusses the basic principles of scanning tunneling microscopy. Then, the specific STM and related experimental equipment used in this thesis are described. Finally, experimental methods related to sample preparation and imaging are detailed.
2.4.1 Basic Principles of Scanning Tunneling Microscopy

Scanning tunneling microscopy is a powerful tool for the real space probing of the electronic structure of atoms and molecules with ultimate atomic resolution. The idea behind an STM is quite simple. An STM consists of a metallic tip situated on three piezoelectric transducers (x, y, and z) where “z” is typically along the surface normal, i.e. the distance from the surface. The tip is approached very close to a conducting surface, typically less than one nm. When a voltage is applied between the tip and sample, electrons tunnel from the tip to the surface or vice versa. The tip scans latterally across the surface. In the simplest mode of operation, called “constant height mode”, the tip is held at a constant z position and the current is read out as the tip scans across the sample surface. More commonly, however, a constant current mode is used in which, through use of a feedback loop, the current is held constant and the z-position is constantly adjusted to maintain that current. A computer is used to record the z-position readout.

The basic theory for interpreting STM images was described by Tersoff and Hamann in 1985 [102]. In their landmark paper, the tunneling current was considered to be proportional to the local density of states of the surface. C. J. Chen gives an excellent summary of the basic theory in his book “Introduction to Scanning Tunneling Microscopy,” which I provide here [103].

By making the following assumptions:

1. The tip state is spherically symmetric.

2. The tunneling matrix element does not depend on the energy level.

3. The tip density of states (DOS) is a constant for the energy interval considered.

4. The sample DOS is reasonably smooth as a function of energy.
it is shown that:

$$I \propto \rho_T |\Psi(r_0)|^2 \int_0^{eV} \rho_S(E_F + \epsilon) \, d\epsilon$$  \hspace{1cm} (2.11)

where $I$ is the tunneling current, $\rho_T$ is the tip DOS, $\Psi(r_0)$ is the sample wavefunction at the center of curvature of the tip, $\rho_S$ is the sample density of states, $E_F$ is the Fermi energy. By differentiating each side, it is shown that the differential conductance at the tunneling voltage is proportional to the sample DOS, i.e.:

$$\left. \frac{dI}{dU} \right|_{U=V} \propto \rho_s(E_F + eV, r_0)$$  \hspace{1cm} (2.12)

Despite the simplicity of the Tersoff-Hamann model, it has correctly described key features including the scattered waves of surface electrons [103].

### 2.4.2 Applications of Scanning Tunneling Microscopy

The scanning tunneling microscope provides a tool to probe a diverse array of materials including metals, semi-conductors, organics, and even ultrathin oxide surfaces. Intuitively, the mechanism of tunneling can be thought of in terms of band diagrams. A positive bias voltage shifts the Fermi energy of the tip to a higher energy (see Fig. 2.21 (a)). Tunneling of electrons then occurs from the occupied states of the tip to the unoccupied states in the metal surface. For a negative applied voltage, Fig. 2.21(b) electrons tunnel from the occupied states of the sample to the unoccupied states of the tip. The shift in bias voltage corresponds to $eV$ in Equation 2.11, and the rate of electron tunneling is $I$ in that equation. The same concept holds for the addition of an ultrathin organic or semi-conductor layer, with the exception that the density of states of the sample is now modified by the density of states of the organic or semi-conducting adsorbates.
Figure 2.21: Band diagrams to illustrate STM tunneling mechanism. (a) When a positive voltage is applied to the tip, electrons tunnel from the tip into the unoccupied states of the surface. (b) For a negative voltage, electrons tunnel from the metal into the unoccupied states of the tip. (c) In the case of an ultrathin adsorbed organic (or semi-conductor), at negative tip voltages, electrons tunnel from the occupied molecular orbitals of the organic layer into the tip, and at positive voltages electrons tunnel from the tip into the unoccupied orbitals of the organic layer.

STM can also be utilized to examine oxide surfaces. While oxides have a large band gap and possess resistances that can be larger than the tunnel junction resistance, there are a number of cases in which STM can be used. Ultrathin oxide layers of <1 nm thickness are thin enough that metal wavefunctions can protrude through the oxide surface and overlap with the tip. These surfaces can be probed at low bias voltage [104]. For thicker oxide films, tunneling at a high voltage above the band gap allows for tunneling into the oxide's conduction band [105]. The electric field from an STM tip can manipulate the electric polarization of thin ferroelectric oxide films [106]. For a full discussion, see reference [106].

The power of STM is in its ability to spectroscopically probe the DOS of the sample locally. Differential conductance, or $dI/dV$ spectra allows for the direct measurement of the density of states of a material, because the DOS is directly proportional to the
di erential conductance as was described in the Terso -Hamann model, Equation 2.12. These measurements may be performed in two ways: as point spectra or as dI/dV maps. In both modes the tip bias is modulated by a small AC voltage, on the order of 10 meV peak-to-peak amplitude. For point spectra, the tip is held at a point on the sample and the voltage is ramped through the desired range while the change in tunneling current is measured. This produces a dI/dV spectra, such as that shown in Fig. 2.22 (a), which directly corresponds to the DOS at the point of the tip. To record a dI/dV map, the tip is held at a constant bias voltage to which an AC voltage is added. The tip is then scanned over the surface. This results in a spatial map of a particular electronic feature in the DOS. A sample z image and corresponding dI/dV map of croconic acid is displayed in Fig. 2.22 (b,c) respectively as an example to illustrate these measurement methods. An additional method to measure the DOS has recently been reported by the Dougherty group, in which it is shown that the DOS is proportional to dz/dV spectra [107]. This method accurately preserves the positions and widths of the DOS peaks, often within 0.1 eV [107].

Figure 2.22: (a) Sample dI/dV point spectra taken on a quinonoid zwitterion on Ag(111). (b) STM image and (c) dI/dV map of croconic acid on Ag(111) taken concurrently. The dI/dV map represents the DOS at the scanning voltage.

Other spectroscopic measurements are possible with an STM as well. The $\frac{d^2I}{dV^2}$
signal is proportional to losses or gains of energy of the tunneling electrons as the result of inelastic vibrational modes [108]. This effect can be measured with an STM through inelastic tunneling spectroscopy, or IETS, in which vibrational modes of molecules on a surface are measured by taking the $\frac{dI}{dV}$ spectra in analogy to dI/dV spectra.

Another possibility is to study the workfunction with STM. The tunneling current varies with tip-sample distance, which can be approximated by:

$$I \propto e^{-2kz} \quad (2.13)$$

where $z$ is the tip-sample separation and $k$ is given by:

$$k = \sqrt{\frac{2m(\Phi)}{\hbar^2}} \quad (2.14)$$

where $m$ is the mass of an electron, $\Phi$ is the work function of the surface [109,110]. By taking the natural log of the tunneling current and differentiating with respect to $z$, it can be shown that [27],

$$\frac{\partial \ln(I)}{\partial (z)} = -2 \frac{\sqrt{2m}}{\hbar} \Phi^{-\frac{1}{2}} \quad (2.15)$$

Therefore, the workfunction of a sample can be determined from measurements of $I$ vs $z$ spectra. This has been demonstrated for organics on metal surfaces [43,91].

Scanning tunneling microscopy also allows for the measurement of magnetic states of a material by exploiting the tunnel magnetoresistance effect, through use of a ferromagnetic tip. Parallel alignment of the magnetization of a sample and the tip results in a lower tunneling resistance compared to anti-parallel alignment. The tunneling current depends on both the relative alignment of the magnetization of the tip and
sample, as well as the degree of spin polarization of the electronic states of both the tip and sample [103, 111]. Cr(100) is an anti-ferromagnetic material in which neighboring monatomic steps display alternating magnetization alignment. This is illustrated in Fig. 2.23, where (a) shows a constant current mode z-image, and (b) shows the corresponding dI/dV map. In this dI/dV map neighboring steps have alternating contrast due to the magnetoresistance effect. As explained in reference [112], there is a contrast inversion compared to the spectroscopic dI/dV measurements, because in dI/dV maps the tip approaches closer to anti-parallel aligned steps due to the increase in tunneling resistance.

![Figure 2.23: (a) STM z-image and (b) Differential conductance map of a Cr(001) surface imaged with a Cr tip. Black arrows indicate direction of ferromagnetic domains and white arrows indicate magnetic orientation of tip. Note that spin contrast can be detected in the dI/dV image. Tunneling parameters: 0.01 V, 1 nA.](image)

Scanning tunneling microscopy is not limited to measuring metals, semi-conductors and oxides as was described above. In addition to those, superconductive materials can be probed through spectroscopic measurements [113]. Furthermore, charge density waves can be directly imaged with an STM [114, 115]. STM has provided the tool for not just imaging but also manipulating atoms [116]. Using an STM tip, it is also possible to drive and control complex chemical reactions [117].
2.4.3 Experimental Apparatus

An Omicron Low-Temperature STM (LT-STM) was used for all STM measurements in this thesis. The experimental apparatus consists of two connected chambers, one that is used for sample preparation and one that is used for STM measurements. The chamber in which STM measurements were performed had a base pressure of \( \leq 5 \times 10^{-10} \) Torr. Electrochemically etched W tips were used for all images. All STM data were taken at liquid nitrogen temperature.

Single metal crystals were prepared by repeated cycles of sputtering with Ar+ ions. Following sputtering, the crystals were annealed to approximately 600 °C by electron bombardment heating. The temperature was measured using an Ircon Ultimax infrared thermometer. All organic molecules discussed in this thesis were deposited through molecular beam epitaxy. Molecules in powder form were placed in quartz crucibles in a home-built Knudsen cell evaporator the details of which are provided in reference [27]. Under vacuum, they were slowly heated until impurities, such as water, were removed. Subsequently molecules were heated to their evaporation temperature and deposited directly onto a sample held at room temperature. A quadrupole mass spectrometer, model RGA 300, was used to monitor residual gas composition and molecular evaporation.
Chapter 3

Investigation of Strongly Dipolar Organic Molecules on Surfaces

Dipolar interactions were studied by examining surface supported organics with large dipole moments. The molecules in question ought to be compact to limit the effect of steric interactions on self-assembly. A recently discovered class of molecule, called quinonoid zwitterions (QZI), was selected for this purpose. This chapter will first provide a review of experimental and theoretical work on QZI. Then STM studies analyzing both the intermolecular and surface interactions are presented for QZI on noble metal surfaces. Finally, results from computational analysis will be discussed.

3.1 Overview of Quinonoid Zwitterions

Quinonoid zwitterions (QZI) are a recently discovered class of organic molecules with a few key defining features: they have a unique 12 $\pi$ electron system, the zwitterionic state is the ground state, and consequently they possess a very large dipole moment of about 10 D [118]. Each of these characteristics will be discussed here.
in more detail. It is worthwhile to review the concepts of aromaticity and anti-aromaticity before discussing the electron system further. According to the Hückel rule, a planar monocyclic compound with delocalized \(4n+2\) \((n=1,2,3,...)\) electrons is aromatic. However, the definition of aromaticity is still under debate and there are many competing definitions, including ones dependent on structure, stability, energy, and magnetism [119]. It is worth noting that many compounds meet only certain criterion but not others. Antiaromaticity was traditionally defined as systems which have \(4n\) conjugated electrons [120]. For the purposes of this thesis, the definition based on energy is the most instructive. Fig. 3.1 (a) demonstrates that delocalization results in a decrease in energy for aromatic compounds and in (b) an increase in energy for anti-aromatic compounds.

![Figure 3.1: (a) Resonant structures of benzene showing that aromaticity lowers the energy compared to the resonant structures. (b) Resonant structures for cyclobutadiene, demonstrating the increase in energy that accompanies delocalization.](image)

Quinonoid zwitterions have a 12 electron system, which based on the number
of electrons (4n), suggests antiaromaticity. However, the electrons divide into two, 6-membered subgroups which are fully conjugated and separated by a bond. A schematic of QZI, as well as the resonance structures, are shown in Fig. 3.2. Two other examples of organics with 4n electrons subdividing into two conjugated, but electrically separated groups, with a zwitterionic ground state have been reported [121,122].

![Figure 3.2: The structure of quinonoid zwitterions, highlighted with a box. Note that the two delocalized electron subunits are not connected electrically. The resonant structures make clear the origin of the positive and negative charges.](image)

A zwitterion is defined as a molecule which has formal unit electrical charge on non-adjacent atoms, with amino acids being the most common example. Note that the QZI shown in Fig. 3.2 has a formal positive and negative charge on the amine and oxygen ends respectively. Thus, the QZI is, in fact, a zwitterion. The localization of positive and negative charges, separated a distance, is what creates the large, 10 D dipole moment of QZI. As was discussed in Chapter 2, this is among the largest dipole moments reported for organic molecules.

Theoretical studies have confirmed the electronic structure initially proposed by Siri and Braunstein, and found the negative charge on the O end of the molecule to be approximately half an electron [123]. Calculations have revealed the potentially antiaromatic nature of QZI through finding a delocalized LUMO which, if filled with a single electron, is sufficient to break the separation of the two 6 subunits [118].
Quinonoid zwitterions (QZI) can be synthesized with a wide range of substituents, thereby allowing for the precise control of chemical, physical, and electrical properties of the end groups and the whole molecule [124]. Numerous QZI and their derivatives have been crystallized. In general, the molecules form hydrogen bonds with two neighbors such that neighboring molecules point in opposite directions, forming 1D chains. The composition of the R-substituent directs more subtle aspects of crystal growth. Methyl QZI, Fig. 3.3(a), form chains which are co-planar whereas tert-butyl QZI, Fig. 3.3(b), form chains which have an accordion shape [125]. However, a bulkier substituent does not always predict non-planar growth. For example, with R=CH₂CH₂OH, a co-planar head to tail arrangement is found [126]. Reactions of QZI with metal atoms have even lead to the synthesis of metal-organic crystals containing Ni [127], Pd [118,128], and Zn [126].

Recently, researchers have begun to examine how QZI interact with surfaces, including Au, lithium niobate, graphene, and HOPG. These will all be discussed in turn. When deposited from solution, butyl QZI attach perpendicularly to Au surfaces through the N groups, as was determined by angle dependent photoemission [129]. When examined with an AFM, pinhole free islands are observed, covering over 98% of the surface [124]. Similarly, QZI with S containing end groups bind perpendicularly to Au directly through the S atom [124]. Interestingly, interactions of butyl QZI with a Au substrate result in the formation a metal induced gap state within the HOMO-LUMO gap [129]. In general, for a range of substituents, Au acts as an electron donor for QZI, and specifically benzyl substituted QZI are found to have molecular orbitals that overlap with the Fermi level of Au, indicating high mobility and semi-conductor or even semi-metal like properties [124]. In a more applied study on Au, thin films of QZI selectively adsorb only one isomer of di-iodobenze through a lock and key mechanism, opening up the possibility of their use as isomeric filters [130].
QZI have also been studied on non-metal surfaces. They were found to selectively adsorb on only one domain of ferroelectrically poled lithium niobate \[129\]. QZI were used as a probe to test the screening capabilities of graphene compared with traditional metals \[131\]. On HOPG, Fang et al. reported the first scanning tunneling microscopy study of QZI, in which the molecules were modified with 18 C long alkane substituents bonded to the amine groups \[68\]. This influenced their growth into long hydrogen bonded chains parallel to the HOPG surface, which is very similar to the crystalline packing described above.

A systematic study of how a single QZI interacts with a metal surface is still missing from the literature. Likewise, there are no studies pertaining to QZI on
surfaces performed under UHV conditions, for which the fundamental metal/organic and organic/organic interactions can be more readily determined without convoluting factors such as atmospheric gases and solvent interactions. Thus, presented here are studies of three types of QZI, with R=H, ethyl, and butyl (shown in Fig. 3.4) on three noble metal, single crystal surfaces performed under UHV which will yield unprecedented spatial resolution and a more fundamental understanding of how QZI interact with metal surfaces. These experimental results provide a prototypical model system to study 2D dipole-dipole interactions.

3.2 Experimental Observations of Quinonoid Zwitterions on Metal Surfaces

The three quinonoid zwitterions (R=H, ethyl, and butyl) shown in Fig. 3.4 were studied by STM on the (111) surfaces of Au, Ag, and Cu. An overview over all QZI/substrate combinations studied is shown in Fig. 3.5. QZI form 1D or 2D structures that are of single molecule height on all surfaces studied. From the measured dimensions of each molecule, it is clear that they adsorb with the C ring approximately
parallel to each surface.

Figure 3.5: An overview of STM studies of quinonoid zwitterions on the (111) faces of Au, Ag, and Cu. Note that two dimensional growth is inhibited for longer substituents.

3.2.1 Parent Quinonoid Zwitterions

First, experimental observations of the parent quinonoid zwitterion (PZI) on Cu(111) will be discussed, followed by Au(111) and Ag(111). PZI form 1D chains on the Cu(111) surface, in which each molecule hydrogen bonds to two neighboring molecules,
a model of which is illustrated in Fig. 3.6(e). The alignment of the molecules alternates 180° along a chain. This is very similar to the crystalline structure of many QZI, as discussed in Section 3.1. The spacing between two molecules facing the same direction in a chain is 1.62 nm ± 0.04 nm.

At low coverages (Fig. 3.6(a)) it is observed that no two chains ever grow directly next to one another. Statistical chain arrangement would sometimes result in double and triple chains, but this is never observed. Hence, it is concluded that the chains interact repulsively at low coverage. At high coverage double and triple chains were routinely observed. Representative high coverage STM images are shown in Figure 3.6 (b,c,d). From high resolution images of the chains, as in (c) and (d), the shape of a molecule, and thus its orientation can be determined. Neighboring chains align with an angle of 78° ± 5° with respect to the chain direction, shown as α in Fig. 3.6. The shift occurs with two different orientations, i.e. bonding to the left or right, both of which are commonly observed, seen in (c) and (d). By drawing a model and placing molecules at the observed geometry, as is shown in Fig. 3.6(e), the NH$_2$ groups are very near each other. These groups are not typically observed to bond in chemistry. One possible explanation is that a chemical modification, such as deprotonation is occurring. This would allow for an additional hydrogen bond between the N atoms. The possibility of deprotonation of PZI is further discussed in Section 3.4.
Figure 3.6: (a) STM image of parent quinonoid zwitterions (PZI) on Cu(111) at low coverage. Tunneling parameters: 0.3 V, 850 pA (b) PZI on Cu(111) at high coverage, deposited at room temperature. is measured to be 78 ± 5 from averaging over many images. 0.75 V, 600 pA (c) High resolution STM image, with triangle tip corresponding to O end of molecule. -0.2 V, 600 pA (d) other orientation of PZI on Cu(111). -0.75 V, 600 pA. (e) Illustration of PZI as observed on Cu(111) at high coverage. Black arrows indicate direction of dipole moment and red circle highlights the close distance of neighboring NH$_2$ groups.

In stark contrast to the observed self-assembly on Cu(111), the parent zwitterions form two-dimensional islands on Au(111), see Fig.3.7. Au(111) exhibits a well-known herringbone reconstruction [132, 133], and island nucleation occurs preferentially at the kink sites of the herringbone reconstruction, which is clearly visible in the STM images in Fig. 3.7. The reconstruction does not impede island growth with increasing coverage. At a coverage below 0.1 ML few islands containing approximately 50 – 200 molecules are visible, see Fig. 3.7(a). The observation of a low frequency of occurrence of nucleation events relates to a large mean free path for the adsorbed zwitterions, which also implies low diffusion barriers. As the adlayer coverage increases, the islands
grow in size, extending easily over many herringbone reconstruction ridges.

The structural model shown in Fig. 3.7(c) results from a close inspection of the alignment of the molecular rows in the networks, the orientation of those rows with respect to the reconstruction ridges as well as the \(\langle 1\bar{1}0 \rangle\) directions of the Au surface, and the details of the geometry at the structural domain boundaries. It is concluded from this model that (i) rows of molecules align with the in–plane \(\langle 101 \rangle\) directions of the Au, (ii) the symmetry axis of the molecules is aligned parallel to the reconstruction ridges, which explains the observed tilt of the islands in Fig. 3.7(b), and (iii) that the symmetry axes of the molecules makes an angle of 30° with the \(\langle 0\bar{1}1 \rangle\) directions of the Au surface by following the herringbone ridges, which are known to make such an angle with the densely packed directions of the surface [132, 133].

Boundaries between the resulting structural domains are frequently observed, such as the one highlighted by a dashed line in Fig. 3.8(a) for PZI growth on Au. The boundaries can be easily constructed by assuming two structural domains, aligned in opposite directions with respect to each other. Pairs of molecules, at the boundary, form double hydrogen bonds. This would tend to stabilize the domain boundary, and is also consistant with the observed 1D bonding described previously for PZI on Cu(111) as well as that for QZI on HOPG [68]. Two orientations of the molecules are possible for a given domain direction. However, note that the angle between the domain boundary and neighboring molecules across a domain (\(\alpha\) in Fig. 3.8) allows us to distinguish between these cases. For the example in Fig. 3.8, by analyzing the angles, it is determined that the molecules are oriented as is shown in (c).

The inter-molecular spacings were measured with sub-angstrom precision and averaged over many molecules, to identify the exact adsorption sites on the Au(111) surface. The molecular spacing along a \(\langle \bar{1}01 \rangle\) directions of the Au is within the range of 1.08 nm and 1.11 nm. This spacing would be commensurate with the lattice spac-
Figure 3.7: (a) Low coverage STM image of PZI on Au(111). White arrows indicate domain boundaries. Tunneling parameters: 0.3 V, 750 pA (b) STM topography image of quinonoid zwitterions on Au(111). Tunneling parameters: 0.3 V, 750 pA. (c) Higher magnification STM topography, imaged at 0.3 V, 250 pA. The dashed line highlights a structural domain boundary. (d) Proposed structure model of zwitterions on Au(111), showing two domains of aligned molecules, with the domain boundary along the dashed line. Tunneling parameters: 0.3 V, 900 pA. Reproduced from reference [134]

The compression of the Au surface along this densely packed direction, where four atomic distances correspond to 1.15 nm, if a compression of the surface in this direction of 5% is considered. Such a compression along $\overline{1}01$ is indeed assumed to be the origin of the surface reconstruction [133]. The same measurements of the molecule spacings in the perpendicular $2\overline{1}2$ direction shows, however, that here the molecular positions are incommensurate with the Au surface lattice. This means that although the $101$
Figure 3.8: (a) STM image of PZI on Au(111) with boundary between two oppositely facing domains highlighted by red dashed line. Note that the angle between neighboring molecules and the domain boundary can be used to determine the orientation of the molecules. From comparing the angle observed in (a) to the two possibilities illustrated in (b) and (c) it is determined that the PZI imaged in (a) are oriented like in (c). Tunneling parameters: 0.3 V, 500 pA

surface directions of the Au surface are a template for the growth of molecular rows, the molecules are not generally locked to specific adsorption sites on the surface. This also implies very small binding energy variations between on-top, bridge and hollow sites for the molecules on the surface.

Next, coverage dependent studies were performed for the PZI on Au. Experimentally, varying the coverage of organics on metal surfaces can result in the formation of different self-assembled structures [135, 136]. Theoretically, higher coverages have also been linked to changes in bonding energy and charge transfer [137, 138]. While the same basic network architecture of PZI was observed for all coverages studied from approximately 0.1 monolayers (ML) to 1 ML, a small change in bond length was observed. Intermolecular bond length was measured at low (0.1 ML) and high (0.8 - 1.0 ML) molecular coverage. For example, Fig. 3.9(a) compares two typical line scans taken over 5 molecules within a low coverage island and a high coverage
Histograms of all measurements taken at both coverages, together with Gaussian
fits, are shown in Fig. 3.9(b). Comparison of both histograms shows unambiguously
that the intermolecular bond length contracts by 0.2 Å upon increasing the cover-
age from 0.1 ML to a nearly complete monolayer. The basis of this phenomenon is
discussed in section 3.3, based on computations. In short, it is due to a weakening
of the surface-PZI bond, with increasing coverage, which allows for stronger PZI-PZI
bonding.

Figure 3.9: (a) STM images and representative line profiles of parent zwitterions taken
at low (i) and high (ii) coverages as indicated. (b) Histograms of length measurements
taken for low and high coverages, fitted with a Gaussian curve. Reproduced from
reference [134].

It becomes obvious at higher coverage that the orientation of the islands correlates
with the local direction of the herringbone ridges. Especially, Fig. 3.7(b) and (d)
show the organic network with molecular resolution, together with the herringbone
reconstruction. Atomically resolved STM images of the uncovered Au(111) were also
taken on the same sample to identify the crystallographic 110 directions of the surface and their alignment with respect to the observed molecular rows.

PZI deposited onto Ag(111), shown in Fig. 3.10 (a), exhibit the same bonding as observed on Au(111), and can be explained in terms of a commensurate adlayer structure as follows. The molecular rows are measured to lie 18 ± 5 with respect to the 101 direction, with a spacing of 7.8 Å ± 0.4 Å. The molecules all align with the 101 direction cutting the molecule along its high symmetry direction. A model that includes these experimental results is shown in Fig. 3.10 (b). Of importance in these self-assembled structures is the electret nature of each domain, in which the in-plane component of the dipole moment aligns. This is in contrast to our finding for PZI on Cu(111) in which the 1D chains had no dipole moment, but similar to the growth of PZI on Au(111).

Figure 3.10: (a) STM image of parent quinonoid zwitterions on Ag(111), room temperature growth, tunneling parameters: -0.5 V, 1 nA (b) Model showing commensurate adlayer structure of PZI on Ag(111) with dashed line indicating domain boundary between electrets

A remarkable transformation of island geometry is observed upon annealing PZI on Ag(111) to approximately 84 °C and subsequent imaging at liquid nitrogen temperature. The geometry of the islands becomes considerably more complex. Key fea-
tures include double row structures visible as nearly horizontal lines in Fig. 3.11(a). From measuring the bare Ag(111) lattice with atomic resolution, it is found that the columns make an $18^\circ \pm 4^\circ$ angle with the $\langle \bar{1}01 \rangle$ direction of the Ag(111) substrate, with a molecular spacing of $7.6 \, \text{Å} \pm 0.3 \, \text{Å}$. Three different rotational domains each with two orientations is observed indicating registry with the underlying Ag(111) substrate.
Figure 3.11: (a) STM image of parent quinonoid zwitterions after annealing to approximately 84°C. Tunneling parameters: 0.7 V, 500 pA (b) Model of PZI post annealing. Green line corresponds with H-bonded chain. Blue line highlights stacking of chains to atomic lattice. Bright stripes in STM images correspond to on-top bonding sites in this model and are visible as dark stripes from bottom left to top right of model.
At positive voltages, bright stripes appear at an angle of 13° ± 5° to the 101 direction of the Ag(111) lattice, with an average spacing of 3.6 nm ± 0.2 nm. The brightness of these stripes is voltage dependent, becoming nearly invisible at negative voltages and positive voltages close to the Fermi level. Typical STM images of these islands as a function of voltage are displayed in Fig. 3.12. These stripes occur at two orientations, to the left or right of the double rows, indicating there are two different domains, which are highlighted by green and red lines in Fig. 3.12.

Figure 3.12: STM images of PZI on Ag(111) after annealing to approximately 84°C. Images show how the brightness of stripes depends strongly on voltage. Red lines indicate the direction of the double row structures and green lines highlight the direction of the Moiré stripes. Note that two relative orientations of the rows to the stripes are observed.

By constructing a model with the measured dimensions, shown in Fig. 3.11(b) and (c), all key features of these structures are reproduced. The model is based on single H-bonded chains of alternatingly arranged molecules, like those in Fig. 3.6, running parallel to the 110 direction. Neighboring chains form an angle of 20° angle to the 110 direction of the substrate. Along a 110 direction, every sixth molecule sits at the same adsorption site, and perpendicular to that, every 12th molecule has the same adsorption site. As a result of this commensurate epitaxial orientation of the molecular layer with the substrate, a Moiré pattern, visible in Fig. 3.11(c) is formed. It is therefore concluded that the origin of the applied contrast in the STM layers is the Moiré pattern following from the relative orientation of the commensurate PZI lattice with the Ag(111) surface. This is consistent with previously reported
results [139–142].

To conclude this section, experiments show that PZI form 1D hydrogen bonded chains with no net dipole moment on Cu(111). Whereas on Au(111), PZI self-assemble into 2D domains, in which all the dipole moments align. The results on Ag(111) are somewhere in between the Cu(111) and Au(111) results. Namely, PZI form electret domains at room temperature that resemble the structures observed on Au(111), but at higher temperatures PZI form islands with alternating molecules that more closely resemble PZI on Cu(111).

### 3.2.2 Ethyl and Butyl Quinonoid Zwitterions

From examining Fig. 3.5 one can see that QZI with longer substituent tails (ethyl and butyl) only form 1D chains. This is true for all coverages studied (approximately 0.1 ML to 1 ML) and after moderate annealing to approximately 44°C. From examining the STM images, such as those in Fig. 3.13, it is concluded that the chains are hydrogen bonded with NH···O bonds, as was found for the PZI on Cu(111). In this bonding scheme neighboring dipoles cancel each other, so that each chain has zero net dipole moment.

The molecule-molecule spacing was measured for each the EZI and BZI on all three surfaces (Au(111), Ag(111), and Cu(111)), and values are provided in Table 3.1. A key to the measured lengths is illustrated in Fig. 3.13. The measured intermolecular distances for EZI are the same on all surfaces, within the uncertainty. This is also true for the BZI, confirming that the bonding is, in fact, the same on Au, Ag, and Cu.

The substrate on which EZI and BZI is deposited directs the growth of the chains. On Au(111), both ethyl (EZI) and butyl (BZI) zwitterion chains adsorb between the
pairs of herringbone ridges at low coverages. Fig. 3.14 illustrates that for the EZI in (a) and (b) and for the BZI in (d). At higher coverages, the molecular chains become longer and do not follow each herringbone kink. This is true for both the EZI shown in Fig. 3.14 (c) and BZI shown in (e).

When deposited on Ag(111), two or even three EZI and BZI chains are often observed directly next to each other, as was shown in Fig. 3.13. This indicates that neighboring chains attract each other through van der Waals forces. Ag(111) lacks a reconstruction, which was what likely prevented neighboring chains from van der Waals bonding on Au(111).

On Cu(111), the 1D rows of EZI and BZI are observed primarily as single chains with bare Cu separating them, shown in Fig. 3.15. The Shockley surface state of Cu(111) is visible in between the zwitterion chains, such as in Fig. 3.15(a). The chains of EZI are long, often appearing over 100 nm in length, Fig. 3.15(b). Whereas the BZI form shorter chains, typically on the order of 50 nm, as in Fig. 3.15(d). At higher coverages double chains are occasionally visible, such as those in Fig. 3.15(c)
<table>
<thead>
<tr>
<th>Molecule</th>
<th>Surface</th>
<th>Length</th>
<th>Distance(nm)</th>
<th>Uncertainty(nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethyl ZI</td>
<td>Au(111)</td>
<td>a</td>
<td>1.26</td>
<td>0.09</td>
</tr>
<tr>
<td>Ethyl ZI</td>
<td>Au(111)</td>
<td>b</td>
<td>0.72</td>
<td>0.07</td>
</tr>
<tr>
<td>Butyl ZI</td>
<td>Au(111)</td>
<td>a</td>
<td>1.36</td>
<td>0.03</td>
</tr>
<tr>
<td>Butyl ZI</td>
<td>Au(111)</td>
<td>b</td>
<td>0.72</td>
<td>0.07</td>
</tr>
<tr>
<td>Ethyl ZI</td>
<td>Ag(111)</td>
<td>a</td>
<td>1.30</td>
<td>0.05</td>
</tr>
<tr>
<td>Ethyl ZI</td>
<td>Ag(111)</td>
<td>b</td>
<td>0.79</td>
<td>0.09</td>
</tr>
<tr>
<td>Butyl ZI</td>
<td>Ag(111)</td>
<td>a</td>
<td>1.31</td>
<td>0.10</td>
</tr>
<tr>
<td>Butyl ZI</td>
<td>Ag(111)</td>
<td>b</td>
<td>0.74</td>
<td>0.10</td>
</tr>
<tr>
<td>Ethyl ZI</td>
<td>Cu(111)</td>
<td>a</td>
<td>1.33</td>
<td>0.02</td>
</tr>
<tr>
<td>Ethyl ZI</td>
<td>Cu(111)</td>
<td>b</td>
<td>0.76</td>
<td>0.10</td>
</tr>
<tr>
<td>Butyl ZI</td>
<td>Cu(111)</td>
<td>a</td>
<td>1.40</td>
<td>0.05</td>
</tr>
<tr>
<td>Butyl ZI</td>
<td>Cu(111)</td>
<td>b</td>
<td>0.82</td>
<td>0.09</td>
</tr>
<tr>
<td>PZI</td>
<td>Cu(111)</td>
<td>a</td>
<td>1.62</td>
<td>0.04</td>
</tr>
<tr>
<td>PZI</td>
<td>Cu(111)</td>
<td>b</td>
<td>0.77</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table 3.1: Measured molecule-molecule spacing for ethyl and butyl zwitterions on Au(111), Ag(111), and Cu(111). Parent quinonoid zwitterions on Cu(111) are provided for comparison. See Fig. 3.13 for illustration of distances a and b.

and (e). Note that the zwitterion chains are very regularly spaced. For example, most EZI chains shown in Fig. 3.15 (c) have a chain to chain spacing of either 1.69 nm or 2.11 nm. This seemingly repulsive behavior between chains is best explained by long range Shockley state interactions, which is further discussed in Section 3.3.
Figure 3.14: STM images of ethyl zwitterions (a-c) and butyl zwitterions (d,e) on Au(111). At low coverages molecules adsorb between pairs of the herringbone ridges, visible between molecular chains in (b). At higher coverages molecular chains straighten and grow over the herringbone reconstruction. The green arrow in (c) highlights this phenomenon. Tunneling parameters: (a) 0.3 V, 300 pA (b) -1 V, 300 pA (c) 0.3 V, 400 pA (d) and (e) -0.7 V, 300 pA.
Figure 3.15: STM images of ethyl zwitterions (a-c) and butyl zwitterions (d,e) on Cu(111). Even spacing of EZI and BZI indicates repulsive interaction. At high coverages (c,e) occasionally two chains are close to each other ruling out strong repulsive forces. Tunneling parameters: (a) 0.1 V, 400 pA (b) 0.2 V, 300 pA (c) -0.6 V, 300 pA (d) 0.3 V, 350 pA (e) 0.22 V, 300 pA
3.3 Discussion of Self-Assembly

In the previous sections, experimental observations were documented for the QZI on Au(111), Ag(111), and Cu(111). This section aims to put those observations into perspective with a comparison to the literature, as well as a discussion of theoretical results developed through a collaboration with Dr. Eva Zurek, Dr. James Hooper, and Scott Simpson from the Department of Chemistry at the State University of New York at Buffalo during the project.

3.3.1 Single Molecule Adsorption Phenomena

All three types of quinonoid zwitterions (R=H, ethyl, and butyl) on all three metal surfaces adsorb with the plane of the C ring nearly parallel to the metal surface. This was determined from analyzing the size of molecules in STM images. If the molecules adsorbed perpendicular to the surface, they would appear much smaller than is observed. This claim is supported by theoretical calculations, which show an approximately flat adsorption geometry on Au(111) and Cu(111) and a 9.8° tilt on Ag(111) with the carboxyl groups slightly closer to the metal surface than the amine groups, as illustrated in Fig. 3.16. See references [47, 134] for computational details. Note that the observed absorption geometry is in contrast to the adorption geometry after deposition from liquid of butyl zwitterions on Au(111) as reported in references [124,129], in which they bind perpendicular to the surface.

Surface interactions between individual PZI and metal surfaces were analyzed by density function theory calculations, see references [47,134], and were found to have a strong effect of the dipole moment of PZI as follows. Upon adsorption, the discrete HOMO and LUMO energy levels broaden into bands, as was discussed in Chapter 2, shown schematically in Fig. 3.17. This results in the overlap of each of these bands
with the Fermi level of the metal surface. Hence charge is donated from the HOMO of the molecule into the surface, and back-donated from the surface into the LUMO. This mechanism is fundamentally similar to that of the IDIS model, described in Chapter 2.

As shown in Fig. 3.18, for PZI on Cu, the LUMO is spread over the entire molecule, but the HOMO localized primarily over the carboxyl groups. The frontier orbitals have nearly identical shape on all surfaces studied. As a result, charge is redistributed within the molecule, causing a drastic reduction in the dipole moment, together with a tilt of the dipole of the molecule-surface system out of the plane.

Theoretical results for the dipole moment, net charging, and bond strength to the surface for PZI are summarized in Table 3.2. First note that the bond strength is weakest on Au(111) and strongest on Cu(111), which is typical of these metals [82]. The dipole moment in the plane of the molecule was $10 \text{ D}$ before deposition. Charge rearrangement results in approximately a $8.5 \text{ D}$ decrease in the dipole moment for all three surfaces studied. As was discussed in Chapter 2, metal surfaces have an intrinsic surface dipole which points inwards. The adsorption a single PZI reverses the direction of this dipole moment, so that it now points out of the plane. This would, in effect, decrease the workfunction of the metal surface drastically. PZI acquire charge on Au(111) and Ag(111), and donate charge to the Cu(111) surface. However, when
Figure 3.17: Both the HOMO and LUMO of parent quinonoid zwitterions adsorbed onto (a) Cu (b) Ag and (c) Au surfaces broaden upon adsorption. This results in overlap with the Fermi level and subsequent charge rearrangement, causing a drastic reduction of the dipole moment. Figure credit: Scott Simpson and Eva Zurek from the State University of New York at Buffalo.

Figure 3.18: Plots of the lowest unoccupied (LUMO) and highest occupied (HOMO) molecular orbital for the parent quinonoid zwitterions. Note that the LUMO is spread over the entire molecule, whereas the HOMO is primarily located on the carboxy group of the PZI. Figure credit: Scott Simpson and Eva Zurek from the State University of New York at Buffalo.

Compared to values from the literature of other molecule-metal interfaces, such as those given in Chapter 2, these are relatively small values.

In order to investigate the nature of the charge reorganization upon molecular adsorption to the Au(111) surface in greater detail, the charge density difference (CDD)
Table 3.2: Theoretical results for parent zwitterions on noble metal surfaces as reported in references [47,134]. All dipole moments given in units of Debye. BE is binding strength to the surface.

<table>
<thead>
<tr>
<th>Surface</th>
<th>In-Plane Dip.</th>
<th>Out-Plane Dip.</th>
<th>Mag. Dip.</th>
<th>Charge(e)</th>
<th>BE(eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Au(111)</td>
<td>0.89</td>
<td>1.2</td>
<td>1.5</td>
<td>-0.21</td>
<td>0.98</td>
</tr>
<tr>
<td>Ag(111)</td>
<td>1.1</td>
<td>1.1</td>
<td>1.6</td>
<td>-0.02</td>
<td>1.54</td>
</tr>
<tr>
<td>Cu(111)</td>
<td>0.3</td>
<td>1.3</td>
<td>1.3</td>
<td>0.14</td>
<td>1.91</td>
</tr>
</tbody>
</table>

plots were calculated for the various coverages considered, see reference [134] for details. For low coverages, the CDD plot in Fig. 3.19 illustrates that there is a build-up of charge (red) below the amine containing side of the zwitterion, and a depletion of charge (blue) below the end which contains oxygen, in-line with the results previously obtained for adsorption to Cu(111) and Ag(111) [47]. The CDD plots show that for all three substrates at low coverage the charge transfer induces a surface dipole which opposes the molecular dipole. The Pauli repulsion effect, which was discussed in Chapter 2, dictates that the electron density just above the surface decreases, upon adsorption, as a result of Pauli repulsion. Regions showing both a depletion and an increase in the charge density between the molecule and the surface are evident at low coverage, suggesting that both Pauli repulsion and charge donation from the molecule are important in explaining the charge redistribution that occurs.

In order to investigate the interaction of flat-lying orientations of the zwitterion with the substrate, geometry optimizations were carried out where the center of the molecule was placed over the top (T), bridge (B), or hollow (H) positions of the Au(111) surface, as illustrated in Fig. 3.20. In addition two configurations were considered: one where the axis bisecting the zwitterion (ν) makes an angle (θ) of 0° with respect to the x-axis, and another where this angle is 30°. The bonding energy of the most stable configuration, H30°, was calculated as being 0.98 eV. The relative bonding energies with respect to the most stable site, see Fig. 3.3, show that the
potential energy surface is quite flat, with around 0.04 eV corrugation, which is similar to results previously obtained for benzene on various coinage metal surfaces [143,144]. The small differences in energy imply that the diffusion barrier is low. The shortest vertical distance between a carbon atom in the ring and the metal surface was found to be 3.25 Å, and the zwitterion remains relatively parallel to the metal surface after optimization. This computational result of only weak corrugation of the potential energy surface is consistent with the experimental observation of a long mean free path of the adsorbed molecules, and an organic adlayer that is incommensurate with the substrate, as was described earlier.
Figure 3.20: The Au(111) surface indicating the top (T), hollow (H), and bridging (B) sites. The axis that bisects the zwitterion, $\nu$, is indicated by the pink dashed line, and the $x$–axis by the black arrow. In this figure the zwitterion is adsorbed to the T site with $\theta = 0^\circ$. Carbon, nitrogen, oxygen, hydrogen and gold atoms are colored as black, blue, red, white, and yellow, respectively. Reproduced from reference [134].

<table>
<thead>
<tr>
<th>Site</th>
<th>$\theta$</th>
<th>$E_{\text{rel}}$ (eV/molecule)</th>
<th>$d_{\text{PZI-surf}}$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>0</td>
<td>0.01</td>
<td>3.26</td>
</tr>
<tr>
<td>B</td>
<td>30</td>
<td>0.03</td>
<td>3.39</td>
</tr>
<tr>
<td>H</td>
<td>0</td>
<td>0.00</td>
<td>3.25</td>
</tr>
<tr>
<td>H</td>
<td>30</td>
<td>0.04</td>
<td>3.38</td>
</tr>
<tr>
<td>T</td>
<td>0</td>
<td>0.03</td>
<td>3.20</td>
</tr>
<tr>
<td>T</td>
<td>30</td>
<td>0.04</td>
<td>3.25</td>
</tr>
</tbody>
</table>

Table 3.3: Adsorption sites, angles ($\theta$) (see Fig. 3.20 for an illustration of the binding sites), and the metal to adsorbate distances ($d_{\text{PZI-surf}}$) of the quinonoid zwitterion on the Au(111) surface. $d_{\text{ZI-surf}}$ was taken as the shortest vertical distance between a carbon atom in the zwitterion and a gold atom on the surface.
3.3.2 Coverage Dependent Bond Strength of PZI on Au(111)

Our experimental results in Fig. 3.9 showed a decrease of the intermolecular bond length with increasing molecular coverage. Using DFT theory this contraction can be linked to the interaction between molecules and the surface. These calculations (see reference [134] for computational details) determine the bond energy to the surface and to other PZI as a function of coverage. The results are summarized in Table 3.4. The calculations assumed a uniform distribution of molecules, which is very different from the dense islands separated by large empty space which were observed in the STM experiments. In the theoretical computations, intermolecular bond length was a function of coverage due to the uniform distribution of molecules. In this sense, the high-coverage computational models appear to be a better description of the zwittrionic networks adsorbed on Au(111) at all coverages. As coverage increases in the calculations, less charge is transferred to the PZI and the bond strength of a molecule to the surface decreases, which corresponds with an increased molecule-substrate separation. This coverage dependent charge transfer is understood by examining the molecular orbitals as a function of coverage. As was shown in Fig. 3.17, the HOMO of the PZI broadens significantly upon adsorption to Au(111). The resulting overlap with the Au Fermi level was the primary driver of charge transfer. As coverage increases, the HOMO becomes sharper, which results in less overlap and therefore less charge transfer.

The total bond energy (surface and intermolecular) increases with coverage, since the substantial increase in intermolecular bond strength outweighs the decrease in surface bond strength. This is in contrast to a report of TTF on Au(111) [137] and azoles on Cu(111) [138] in which the magnitude of total energy, due to intermolecular bonds
### Table 3.4

<table>
<thead>
<tr>
<th>Coverage (ML)</th>
<th>BE</th>
<th>BE$_{\text{PZI-PZI}}$</th>
<th>BE$_{\text{PZI-surf}}$</th>
<th>$d_{\text{PZI-surf}}$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.96</td>
<td>1.47</td>
<td>0.73</td>
<td>0.74</td>
<td>3.44</td>
</tr>
<tr>
<td>0.89</td>
<td>1.04</td>
<td>0.24</td>
<td>0.80</td>
<td>3.34</td>
</tr>
<tr>
<td>0.64</td>
<td>1.19</td>
<td>0.42</td>
<td>0.77</td>
<td>3.37</td>
</tr>
<tr>
<td>0.50</td>
<td>1.02</td>
<td>0.07</td>
<td>0.96</td>
<td>3.27</td>
</tr>
<tr>
<td>0.32</td>
<td>0.98</td>
<td>0.04</td>
<td>0.95</td>
<td>3.25</td>
</tr>
<tr>
<td>0.22</td>
<td>1.01</td>
<td>0.02</td>
<td>0.99</td>
<td>3.26</td>
</tr>
<tr>
<td>0.16</td>
<td>0.98</td>
<td>0.01</td>
<td>0.97</td>
<td>3.26</td>
</tr>
</tbody>
</table>

Table 3.4: The influence of the surface coverage on the bonding energy (BE), given in eV/molecule. Results are listed for the total energy, the bond energy of PZI to Au(111), the PZI-PZI bond energy, and the metal to adsorbate distance ($d_{\text{ZI-surf}}$) of the PZI on the Au(111) surface. For details concerning calculations, see reference [134].

* One ML of coverage is defined as 1.73 molecules/nm$^2$.

as well as surface bonds, decreased with increasing molecular coverage. Fraxedas et al. attributed this to increased repulsion between molecular dipole moments as the molecules were closer together at higher coverages. In both reference [137] and in this PZI study, intermolecular interactions become more important relative to surface interactions at higher coverages, however the difference lies in PZI exhibiting attractive behavior whereas TTF exhibits a mixture of attractive and repulsive interactions. Despite the differences in molecular distribution between experiment and theory, the experimental decrease in bond length is seen as a confirmation of the theoretical predicted weakening of the molecule-metal interactions with increasing coverage.

### 3.3.3 Amine Deprotonation

The experimental results of PZI on Ag(111), Fig. 3.11, and PZI on Cu(111), Fig. 3.6, suggested that the NH$_2$ groups may deprotonate on the surface. This deprotonation shall now be discussed. A number of recent studies have demonstrated the occurrence of deprotonation of adsorbed molecules on Ag [145–149], Cu [150–155], and even Au [156]. The energy of activation for deprotonation depends on both the elemental
composition of the substrate as well as the crystal facet that is exposed, with the (111) facet being the least reactive for Cu, Ag, and Au crystals [157].

If deprotonation is assumed in the experimentally observed networks of PZI on Ag and Cu, a model can be constructed in which the deprotonation serves to stabilize the structures through an additional NH···N hydrogen bond. Fig. 3.21 illustrates this model with the additional bond highlighted by a green circle. If one assumes the zwitterions remain intact for either system, neighboring rows would interact through positively charged NH₂ groups. This interaction is Coulombicly repulsive, which lends support to the idea of deprotonation. If one assumes the observed structures on Ag and Cu are deprotonated, then deprotonation occurs at room temperature on Cu(111), but annealing is necessary for deprotonation on Ag(111) system. This temperature threshold for deprotonation is in accordance with other molecular systems [145–147,152,153]. Deprotonation also explains the observed angular shift to the left or right of each chain to its neighboring chain. This is because the NH···N bonds can only form on one side due to simple geometric considerations, and thus accounts for the experimentally observed symmetry breaking. However, without calculations to support deprotonation, it remains only a possibility.
3.3.4 Long Range Surface Mediated Interactions

All quinonoid zwitterions form 1D chains on Cu(111) that are separated uniformly, as was demonstrated in Fig. 3.15 and Fig. 3.6(a). This is in stark contrast to the growth on Ag(111) and Au(111), in which chains or molecules attract each other to form 2D islands. There are two possibilities for the repulsive behavior on Cu(111). First, QZI may be acquiring electric charge on the Cu(111) surface, which makes the chains experience Coulombic repulsion. Parent zwitterions were found to acquire a net charge of approximately 0.02 - 0.09 e\(^{-}\) on Au(111) [134], 0.02 e\(^{-}\) on Ag(111) [158] and -0.14 e\(^{-}\) on Cu(111) [158]. While QZI have the highest charge on Cu(111), it is not clear that this is sufficient to cause repulsion between the chains.

A second possibility for the observed repulsive behavior of the QZI chains on Cu(111) is interactions with the Shockley surface state, which consists of electrons that form a nearly-free electron gas. The scattering of such electrons leads to quantum interference patterns in the local density of states and to long-range Friedel-type oscillatory interactions between adsorbates. The energies for these interactions are often on the order of one or more meV [159], which is significantly lower than many...
relevant energies such as hydrogen bond formation as was discussed in Chapter 2. Thus these long range interactions are likely a secondary driver of the self-assembly. The Shockley state of Ag(111) has been attributed to the formation of similar 1D nanogratings [69]. In this system it was shown that the occasional presence of rows directly next to each other could rule out strong repulsive interactions, such as dipole-dipole repulsion, as the driving force of the observed structures [160].

3.4 Does the Dipole Moment Drive Quinonoid Zwitterion Self-Assembly?

One of the central questions of this thesis, as stated in Chapter 2, is to quantify the role that a dipole moment has in determining the self-assembly of strongly dipolar molecules. Using Equation 2.3 for the experimentally observed structures of PZI, the dipole-dipole energies were calculated. The actual dipole moments of the adsorbed PZI, calculated with DFT and described in the previous section, were used for the calculations. The in-plane component of this dipole moment and the measured experimental geometry was used to estimate the energy of three configurations: molecules all aligned into eletret domains, single alternating chains, and multiple alternating chains. These configurations are illustrated in Fig. 3.22.

Equation 2.3, the Coulombic energy equation, was selected because the bond length is similar to the length of the dipole itself. While this method does not take into account higher order terms such as mirror dipole components, the goal is to rank the structures regarding their electrostatic energies. Note that none of the out of plane components for the dipole moments are included in the simulations. Because these dipole moments are all parallel out of the plane, this component only raises
the energy of each con guration, as was shown in Chapter 2. Thus the energies presented here can be viewed as a lower limit. The magnitude of the out of plane dipole moments do not vary signi cant for the three systems studied: 1.2 D, 1.1 D, and 1.3 D for Au, Ag and Cu respectively. Therefore the interaction energy of the out of plane components of the dipole moments should be comparable and is thus omitted.

<table>
<thead>
<tr>
<th>Energy/Molecule(meV)</th>
<th>Type of Network</th>
<th>Dipole (D)</th>
<th>Substrate</th>
</tr>
</thead>
<tbody>
<tr>
<td>-1</td>
<td>single chain</td>
<td>0.89</td>
<td>Au(111)</td>
</tr>
<tr>
<td>-3</td>
<td>multichain</td>
<td>0.89</td>
<td>Au(111)</td>
</tr>
<tr>
<td>-2</td>
<td>diamond</td>
<td>0.89</td>
<td>Au(111)</td>
</tr>
<tr>
<td>-2</td>
<td>single chain</td>
<td>1.1</td>
<td>Ag(111)</td>
</tr>
<tr>
<td>-4</td>
<td>multichain</td>
<td>1.1</td>
<td>Ag(111)</td>
</tr>
<tr>
<td>-2</td>
<td>diamond</td>
<td>1.1</td>
<td>Ag(111)</td>
</tr>
<tr>
<td>-0.1</td>
<td>single chain</td>
<td>0.3</td>
<td>Cu(111)</td>
</tr>
<tr>
<td>-0.5</td>
<td>multichain</td>
<td>0.3</td>
<td>Cu(111)</td>
</tr>
<tr>
<td>-0.1</td>
<td>diamond</td>
<td>0.3</td>
<td>Cu(111)</td>
</tr>
</tbody>
</table>

Table 3.5: Dipolar Energies of Adsorbed Parent Quinonoid Zwitterions

Figure 3.22: Illustrations of dipolar configurations, for which the energy/molecule was calculated. (a) Single Chain (b) Multichain and (c) Diamond. Note that the calculations were performed for structures containing many molecules (N>100).
Table 3.5 displays dipolar energies of the calculated configurations. Experimentally determined distances were used when available. When not available, a reasonable estimate was used. For example, diamond domains were never observed on Cu, so the same bond distance was assumed as was observed in the chains. The energies vary from -0.1 to -4 meV for the structures analyzed. Comparing the calculated energies to typical energies of H-bonds, 170-650 meV [28] it becomes clear that the dipole energy is not the primary driving factor in self-assembly. For an additional comparison, the difference in bonding site energy for the Au(111) surface was reported to be 40 meV [134], see page 76 for details, which was declared inconsequentialy small, yet is still an order of magnitude larger than any of these numbers. As was discussed in Chapter 2, similar calculations have only been reported once, to my knowledge, in the literature. In that case, even with a 100 D dipole moment, the lowest energy was -39 meV/particle which is still significantly less than a hydrogen bond.

It is worth noting that when the surface plays the most limited role, on Au(111), the molecules are relatively free to assemble into the most energetically favored configuration. However, in this case the result is not the structure with the lowest dipole-dipole energy, which would be the multichain, adding further evidence to the point that the dipole moment is not the primary driving force.

Instead the self-assembly is thought to be the result of several competing mechanisms. Hydrogen bonding, which is seen in all quinonoid zwitterion systems studied, is highly important with intermolecular bonding energies above 700 meV for certain cases. Secondary effects that determine the observed structures include site selective dependence, which is on the order of 40 meV for PZI on Au(111), and is possibly higher in other cases. Both attractive and repulsive dipolar forces compete with much smaller energies of <5 meV. It is this complex interplay of forces that when combined, determine network stability and also the relative molecular alignments.
Chapter 4

2D Single Component, Organic
Hydrogen Bonded Networks

Hydrogen bonds play a foundational role in the natural world, from holding DNA in a double helix shape to giving water many of its properties. In crystal design, hydrogen bonds are particularly important because of their directional nature, allowing for the rational design of crystals, both in 2D and 3D. Furthermore, the recent discovery of ferroelectricity through switchable hydrogen bonds in croconic acid has sparked attention to the topic or proton transfers type ferroelectrics [20, 161]. In these materials, ferroelectricity or anti-ferroelectricity is mediated through resonance assisted hydrogen bonds (RAHB), which are discussed in Chapter 2.

One class of molecules that has been tied to RAHB and ferroelectricity are cyclic oxocarbon acids of the form $\text{H}_2\text{C}_n\text{O}_n$, including squaric acid ($n=4$), croconic acid ($n=5$) and rhodizonic acid ($n=6$), illustrated in Fig. 4.1. Squaric acid forms polarized sheets in the bulk that stack in such a fashion that the overall crystal is anti-ferroelectric [162]. Croconic acid (CA) crystals have demonstrated above room temperature ferroelectricity, with a polarization of $21 \mu C/cm^2$ and a low coercive field
of 11 kV/cm [34]. An applied electric field results in cooperative proton tautomerism, where the electric dipole is reversed via hydroxyl proton displacement along the ferroelectric c axis, see Fig. 4.2 for an illustration of this mechanism and Chapter 2 for a more general discussion. This distinguishes proton ordered organic ferroelectrics from other organic ferroelectrics such as vinylidene fluoride (VDF), which require reorientations of large molecules in an applied electric field to switch the electric polarization and usually exhibit a high coercive field beyond 1200 kV/cm [163].

By contrast, crystals of CA form stacked, pleated hydrogen bonded sheets of molecules with in-plane dipoles, where the polarizations of all sheets are aligned. Each molecule transfers two hydroxyl protons to the carbonyl groups of adjacent molecules within the same sheet, changing the topology of the π-electron system and with it the polarization of each molecule [34, 164]. This implies that for ferroelectricity to occur in proton transfer systems such as CA, 3D crystal structures are not required [34, 164].

There is potential importance of surface-supported 2D ferroelectrics for applications, including memories, logic devices, printable electronics, and organic spintronics. Such development calls for the fundamental, molecular-level understanding of the material properties so that they can be engineered as needed.

Remarkably, rhodizonic acid (RA) has not yet been crystallized [165]. One reason is that RA is very hygroscopic and often found in the form of rhodizonic acid dihydrate [166, 167]. However, there is promise for its usefulness as a ferroelectric. A 2D multiferroic coordination complex consisting of cobalt and RA was recently investigated through first principles calculations and found to support a large stable electric polarization [168]. Experimentally, so far only a few metal-organic crystals containing the deprotonated RA, $C_6O_6^{2-}$ have been reported [165, 169].

Of course cyclic oxocarbon acids are not the only organic species that form hydrogen bonded crystals with the potential for ferroelectricity. Recently, Horiuchi et
Figure 4.1: Molecules capable of forming resonance assisted hydrogen bonds (RAHB). Of these, three species were chosen for STM studies: croconic acid (CA), rhodizonic acid (RA), and 3-hydroxyphenalenone (3-HPLN).

Figure 4.2: Crystalline structure of croconic acid, demonstrating that only single hydrogen bonded sheets are necessary for ferroelectric proton transfer. Reproduced from reference [34].

*al.* searched the Cambridge Structural Database for possible ferroelectrics by looking for diketone enol moieties with polar crystal structures, and discovered seven new candidates, out of which three proved to be ferroelectric above room temperature [20]. Out of these, 3-hydroxyphenalenone (3-HPLN) has a Curie temperature of $>450$K and is commercially available. Its crystal structure is composed of 1D chains, which are illustrated in Chapter 2, and which provide the basis for its ferroelectric properties. Thus, similar to CA, surface supported 3-HPLN has the potential to display 2D ferroelectricity.
With this motivation, croconic acid, rhodizonic acid, and 3-hydroxyphenalenone were studied with STM on the (111) faces of Au, Ag, and Cu. Fig. 4.3 displays an overview of the results obtained through STM. Additionally, croconic acid was investigated on a Cu$_2$N insulting buffer layer to eliminate effects from interactions with metal surfaces. Squaric acid was also examined on the Ag(111) surface. However, the networks were not stable when scanned with an STM tip at 77 K and are not further discussed in this thesis.
4.1 STM Investigations of Surface Supported Croconic Acid

STM investigations were performed on Ag(111), Au(111), Cu(111), and Cu$_2$N. Experimental observations are complemented by discussion of theoretical results developed...
through a collaboration with Dr. Eva Zurek, Dr. James Hooper, and Scott Simpson from the Department of Chemistry at the State University of New York at Buffalo.

### 4.1.1 Croconic Acid on Ag(111)

When deposited at room temperature, at low submonolayer coverage, croconic acid (CA) covers Ag(111) with scattered triangular-shaped hexamers, as shown in Fig. 4.4(a). Croconic acid monomers were identified from unfrequent, pseudostable isolated trimers (not shown) to be the individual lobes in (a). From this it follows that CA dimers are the elementary building block for all structures observed, and that each of the triangular-shaped clusters is formed of three such dimers. Upon increasing the coverage to close to one full monolayer, followed by weak annealing to 350 K, honeycomb-type 2D networks as in Fig. 4.4(b) were formed. Images of varied zoom level such as those in Fig. 4.4(b), (c), and (d) reveal important structural details of the networks, labeled with $\alpha$, $\beta$, and $\gamma$, which will be discussed later. The observations with STM suggest that the molecules diffuse across the surface, nucleating into dimers which compose the triangular hexamer clusters. At increased coverage the hexamers coalesce, followed by slight rearrangement of the elementary dimers to form the extended 2D networks.

In order to obtain a molecular-level model of the observed structures, molecular and periodic dispersion corrected density functional theory, DFT+D, calculations \cite{172} were carried out, see reference \cite{171} for computational details. Important structural configurations are summarized in Fig. 4.5. The monomer $i$ in Fig. 4.5(a) was found to be 16 meV/atom lower in energy than $ii$, in agreement with the results presented in reference \cite{173}. Since experiments \cite{165} have shown that the bulk crystal is comprised of the higher-energy monomer $ii$, it was also considered in our
calculations. The dimerization energy in the gas phase was computed as being 24 and 28 meV/atom for dimers $i_2$ and $ii_2$, respectively, with the former being lower in energy by 12 meV/atom. These dimers are the potential building blocks of the hexamers in the low coverage STM images, so these motifs were employed in order to identify structural candidates consistent with those shown in Fig. 4.4.

The lowest-energy hexamer found in our computations was configuration $i_6$ in Fig. 4.5(b). Rotating the intramolecular C–OH bonds allows a somewhat less stable hexamer $ii_6$, which, like hexamer $i_6$, can readily be used to build a model honeycomb lattice that agrees with the high coverage STM image, see Fig. 4.5(d). Hexamers $i_6$ and $ii_6$, on the other hand, best resemble the triangular motifs observed at lower coverage in the STM images. Like their $i_6$ and $ii_6$ counterpart hexamers which de-
scribe the higher coverage regimes, $i_6$ and $ii_6$ are composed of three dimeric building blocks, but are 4-6 meV/CA atom higher in energy in the gas-phase. Since clusters of type $i_6$ or $ii_6$ are the only observed species at lower coverage in the STM images, it is likely that the actual energy difference between the hexamer configurations is different for surface supported clusters.

It is interesting to note that the 2D arrangements of CA molecules do not resemble the pleated sheet structure and local molecular arrangement in the bulk crystals. An important consequence of the proposed structures is that they are chiral with respect to the surface. The chirality of a CA molecule of type $ii$ with respect to the surface plane results from the orientation of the two hydroxyl groups, while molecules of type $i$ are not chiral. The dimer $ii_2$ can only be formed from two molecules of the same chirality. The triangular clusters observed at low coverage consist of three dimers containing molecules only of the same type, and are chiral themselves, also when the atomistic structure of the molecules is ignored. This is indicated by the arrows in Fig. 4.4(a). Interestingly, this chirality can be achieved with the chiral molecule $ii$ as well as with the non-chiral molecule $i$, as the hexamer models $i_6$ and $ii_6$ in Fig. 4.5(c) show.
Extended, two-dimensional networks were constructed from both hexamers, \( i_6 \) and \( ii_6 \) and are shown in Fig. 4.5(d). There are distinctive structural differences between both types of networks, which we can use to identify the nature of the 2D networks in Fig. 4.4. The symmetry of both networks is described by the wallpaper group \( p6 \). They both lack reflection symmetry if the atomistic structure is considered, which implies that they are chiral in 2D. Characteristic for network \( ii_n \) is that molecular dimers on opposite corners of the hexagonal cell are not aligned collinear (\( \alpha \)), 4 molecules on each side of the hexagons appear to be aligned along a linear chain (\( \beta \)) and lines connecting the dimers at the nodes of the network do not meet at the center of the nodes (\( \gamma \)). Careful comparison of those features with the STM images in Fig. 4.4(b, c) shows that the experimentally observed structures must be of type \( ii_n \). The molecules forming it must therefore be of type \( ii \). Network \( ii_n \) can be constructed to be left-handed or right handed. The network in Fig. 4.4 is containing only left-handed CA molecules \( ii \).

It should be noted that we also observed networks of type \( i_n \) (see Fig. 4.6), albeit with much lower frequency. The symmetry of this network, if only the molecular sites are considered but the atomistic structure of the molecules is ignored, has reflection symmetry and the wallpaper group is \( p6m \). This network agrees with honeycomb structures constructed from monomer \( i \) and consideration of the atomistic structure of the molecules lowers the symmetry; the wallpaper group is reduced to \( p6 \), which means that the reflection symmetry is removed. This implies that this network is also chiral.

Because concerted proton transfer is the key mechanism of ferroelectricity in bulk CA, calculations were performed to determine the energy barrier to proton transfer for a dimer of \( ii_2 \), as in Fig. 4.5. The energy of proton transfer was calculated along the pathway A-B-C for both the gas phase, black line in Fig. 4.7, and Ag(111) supported
Figure 4.6: STM image of an achiral network corresponding to architecture \( i_n \), described above.

system, red line in Fig. 4.7.

Figure 4.7: Relative energies of hydrogen transfer pathway for dimer \( ii_2 \), A to C, calculated using DFT-D2 and a periodic program. The points along the pathway were taken from a linear interpolation of the position between A and C. Reproduced from reference [171].

An extended honeycomb network, which corresponds to the experimentally observed network in Fig. 4.4(b)-(d), was constructed, labeled \( HC_A \) in Fig. 4.8. Molecular dynamics simulations were carried out for this network constrained to lie in a plane, both in the gas phase and on a two-layer Ag(111) slab. In both cases spontaneous
proton transfer occurs. In the gas phase, the structure optimizes after 130 fs to HC$_B$. This structure is polarized, such that each molecule has nearly an 8 D dipole moment. In the simulations on the Ag(111) surface, the structure optimizes to HC$_D$, with proton transfer occurring after approximately 100 fs.

In the gas-phase simulations, HC$_D$ was found to optimize back to HC$_A$. However, on the Ag(111) surface, even though the energy per molecule was 64 meV higher for HC$_D$ compared to HC$_A$, HC$_D$ was stable and did not spontaneously optimize to HC$_A$. As such, this presents the intriguing possibility in materials design to engineer the interface such that a system mimics these DFT results. Namely, the goal is to optimize the potential energy surface such that the energy difference between HC$_A$ and a polar network, such as HC$_B$, decreases.

Figure 4.8: (a) Select O···H distances in HC$_A$, as labelled in the inset, computed during an ab–initio MD simulation where all of the atoms were constrained to remain in the plane of the honeycomb. The inter and intramolecular OH bond in a CA dimer measures 1.65 and 1.01 Å. (b) A honeycomb network which corresponds to the high-coverage STM images. (c) Three other honeycomb structures which differ mostly in the arrangement of the hydrogen atoms. The direction of the molecular dipoles is indicated with blue arrows. The configuration HC$_B$ exhibits a net dipole.
4.1.2 Croconic Acid on Au(111)

When deposited at room temperature on Au(111), croconic acid self-assembles into extended porous networks, in which the basic building block is a hydrogen bonded trimer of CA, visible in Figure 4.9(a). Each molecule forms hydrogen bonds with four nearest neighbors. The networks are large, often over 100 nm across, and singly domained. A proposed model for these networks is shown in Figure 4.9(c). The networks exhibit $p3$ symmetry when taking into account the shape of each croconic acid molecule, and thus display a chiral structure. If the internal structure of CA is ignored, the networks exhibit $p6m$ symmetry which is achiral. These networks are in sharp contrast to the networks previously reported by us on Ag(111) in which a dimer, and not a trimer, is the basic building block and for which different phases corresponding to different monomer building blocks were observed, as described in the previous section.

Figure 4.9: (a) STM image of croconic acid deposited at room temperature on Au(111) taken at -0.1 V, 350 pA; green triangles highlight Kagome geometry. (b) STM image exhibiting uniformity of large domains, taken at 0.7 V, 350 pA and (c) proposed model of porous croconic acid network with trimer as the building block.

The Au(111) surface reconstructs into a herringbone pattern, which can be seen rippling underneath the CA networks, especially in Fig. 4.9(b). These herringbone ridges lie along the $2\bar{1}2$ directions and thus are aligned 30° to the densely packed directions of the underlying Au lattice [132,133]. The direction of molecular rows
with respect to the Au substrate varies between different islands and a number of different orientations exist. This implies that there is not a strong epitaxial fit to the Au surface and that the molecules do not bind to specific sites on the surface. The average molecular separation along a molecular row is 7.2 Å ± 0.2 Å, from which it is concluded that the networks are incommensurate with the underlying surface. To further strengthen the picture of a weak surface/CA interaction, at low coverages of CA, approximately less than 0.5 ML, the networks are highly unstable when scanned. The networks often break apart as the tip scans over them. However, above a critical coverage the honeycomb networks become more stable. Finally, the observation of few nucleation events followed by the growth of very large islands is consistent with a high mean free path of CA.

Closer inspection of the geometry reveals that CA forms a 2D Kagome-like lattice on Au(111), highlighted in green in Figure 4.9(a). Kagome lattices are of wide scientific interest, ranging from being theoretically linked to a variety of novel magnetic properties including high temperature superconductivity [174–176] to being excellent templates for studying host guest chemistry due to having two differently sized regular pores. Admittedly, the smaller pore here is impractically small. Despite scientific interest in Kagome lattices, there are few natural examples and synthetic Kagome lattices have proved difficult to create. Until recently, the only Kagome lattices were complex, inorganic structures that were difficult to make defect free [174]. The first reported nanoscale Kagome lattice was synthesized in 2002 [177] and since then a spate of new nanosized organic Kagome lattices have been synthesized with the help of modern surface science techniques. These lattices exhibit a variety of chemical bonds, including hydrogen bonds [178–181], metal coordination bonds [182], CN-π bonds [183], and van der Waals forces [184–187]. More broadly, Kagome lattices have been recently synthesized in a liquid crystal form [188], using DNA [189], and even
on the micrometer scale using colloidal spheres [190]. Therefore, this newly created CA network joins a rapidly expanding group of novel Kagome lattices.

4.1.3 Metal Organic Networks of Croconic Acid/Cu

When deposited at room temperature onto Cu(111), CA self-assembles into small islands which display a high level of disorder, as is illustrated in Fig. 4.10(a). Dark holes, or etch pits, appear in the surface which are one atomic layer high, implying missing Cu atoms. Similarly, the step edges are eroded, further suggesting missing Cu atoms. From this it is inferred that even at room temperature, CA is pulling atoms from the surface. Because there are no islands of Cu visible, it is concluded that the Cu atoms are being incorporated into the islands of CA.

The sample was annealed incrementally, up to a temperature of approximately 165°C. With each annealing stage, the step edges become increasingly eroded and larger holes appear in the Cu surface. The degraded areas (both steps and holes) are filled with CA molecules. Fig. 4.10(b) shows two holes on the left of the image, with a heavily degraded Cu step running down the center of the image. CA fills the area to the right of the image where Cu has been removed. One triangular shaped hole that is filled with CA is highlighted in Fig. 4.10(c). While small domains of CA appear ordered, large scale ordering is never achieved.

The geometry of the small ordered domains varies from rectangular as in Fig. 4.10(b) to hexagonally symmetric, as in Fig. 4.10(c), which is striking given the five-fold symmetry of the CA carbon ring. Atomic resolution was never achieved for the Cu adatoms that are presumed to be metal linkers in the networks. Therefore, bonding models can not be inferred from the images.

The formation of metal organic bonds is often accompanied by a deprotonation
reaction [153, 154, 191]. For the case of CA, deprotonation would exclude the possibility of proton transfer type ferroelectricity on the Cu(111) surface. However, the inclusion of Cu adatoms into bonds opens the possibility for the future use of utilizing magnetic linker atoms to create novel magnetic materials.

4.1.4 Croconic Acid on an Insulating Copper Nitride Buffer Layer

As demonstrated throughout this thesis, surface-molecule interactions control many functional properties of organic adlayers. In order to determine what role the substrate plays in STM studies of CA, the metal could, for instance, be replaced by something that is inert, or electrically neutral, such as an insulating buffer layer. A few different buffer layers have successfully demonstrated this functionality. Namely, boron nitride monolayers grown on Rh(111) have been used to decouple $C_{60}$ [192], Sn and Pb atoms [193], and Co nanoclusters [194]. Single and multilayer NaCl lms
grown on Cu(111) and Cu(100) decouple pentacene molecules from the metal surface, allowing for imaging of their true geometry [195]. Noble gas buffer layers, such as Xe, have been used in buffer layer assisted growth (BLAG) of metal clusters, in which the adsorbed metal atoms are decoupled from the substrate by the noble gas layer [196, 197]. Cu$_3$N was shown to decrease the interaction between Co-TPP and a Cu(110) substrate such that the density of states appeared similar to the gas-phase predictions [198]. Finally, a Cu$_2$N buffer layer magnetically decoupled a spin-crossover complex from a Cu(100) surface. The effect of this was that the spin state was pinned on the bare metal surface, but spin state switching was allowed on the insulating layer [18].

With this in mind, an ultrathin insulating buffer layer was utilized to study croconic acid decoupled from any metal surface. Due to the ease of synthesis, and previous success in the literature, Cu$_2$N was chosen as the preferred buffer layer. The synthesis procedure described in reference [199] was followed. Namely, a clean Cu(100) crystal was sputtered in an N$_2$ atmosphere of pressure $3 \cdot 10^{-6}$ T with an electron energy of 500 eV for twenty minutes. Then the sample was annealed to a temperature of approximately 350°C for five minutes. This resulted in approximately full monolayer coverage of Cu$_2$N, for which a typical STM image is shown in Fig. 4.11(a). Monolayer deep trenches are observed and ascribed to N-N repulsion, which is fully described in reference [199]. On some Cu$_2$N terraces, bright lines are also faintly observed, as in Fig. 4.11(a). These are Cu ridges, which do not contain N. They appear brighter in an STM image despite being geometric depressions due to their increased conductivity. N adsorbs onto the Cu(100) lattice into the fourfold hollow sites, creating a square lattice rotated 45° from the underlying Cu(100) lattice. A model showing the two overlying lattices is presented in Fig. 4.11(b).

Room temperature deposition of CA onto prepared Cu$_2$N layers results in a disor-
Figure 4.11: Typical STM image of bare Cu$_2$N buffer layer as grown on Cu(100). Tunneling parameters: 0.6 V, 500 pA. (b) Model of N lattice oriented 45° from the underlying Cu lattice.

<table>
<thead>
<tr>
<th>Measured Feature</th>
<th>Spacing (nm)</th>
<th>Uncertainty (nm)</th>
<th>Model Spacing (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Along a chain</td>
<td>0.72</td>
<td>0.04</td>
<td>0.72</td>
</tr>
<tr>
<td>Across a chain</td>
<td>0.76</td>
<td>0.08</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Table 4.1: Measured spacings of croconic acid on Cu$_2$N

...ordered phase, such that in STM images individual CA molecules cannot be discerned. However, annealing to approximately 110-120°C results in the ordering of CA. A large scale image of CA on Cu$_2$N post annealing is shown in Fig. 4.12(a). The molecules primarily self-assemble to form chains that are two molecules across. The chains attract each other and typically align along the two directions of densely packed N atoms. The measured molecular spacings are summarized in Table 4.1. Zoomed-in images, such as the image shown in Fig. 4.12(b) show the atomically resolved N lattice.

From analyzing STM images, such as those in Fig. 4.12, a few points can be discussed. First, note that the molecules do not fully wet the surface, meaning that short, separated chains are observed and not large 2D networks. Increasing the annealing temperature does not cause the islands to grow larger. This is in contrast to fullerene deposited on Cu$_2$N which fully wets the surface at room temperature [200].
It is, in fact, more similar to metal growth, namely Fe and Ni, which both do not wet the surface at low coverages \([201,202]\).

A second observation is that nucleation of CA in the second layer is frequently observed. For example, in Fig. 4.12(a) green arrows indicate areas in which two steps are observed that differ by a monolayer height. However, the CA chains on both islands have the same apparent height. From this it can be inferred that the lower island consists of a double layer. Under this assumption, it is observed that second layer CA molecules adsorb directly on top of first layer molecules. This suggests stacking of molecules, similar to the bulk crystalline structure, which is discussed in detail below.

From STM images showing the atomically resolved N lattice, such as Fig. 4.12(b),
it is determined that the molecules bind along the densely packed direction of N atoms, i.e the 100 direction of the Cu(100) surface. Furthermore, by extending gridlines over the N atomic lattice, it is seen that each CA molecules binds directly over an N atom. By placing the molecules at the experimentally determined distances, given in Table 4.1, a bonding scheme that accounts for these observations is proposed in Fig. 4.13.

Figure 4.13: A proposed model for the bonding of CA on Cu$_2$N. N is represented by blue atoms and Cu by brown atoms. Note that surface epitaxy and not intermolecular bonds are driving the self-assembly.

It is worthwhile to compare the 3D crystalline form of CA to its 2D bonding on Cu$_2$N. The 3D structure of croconic acid consists of sheets of hydrogen bonded
molecules, with each molecule having one H-bond to each of four neighbors, as is
illustrated in Fig. 4.14(a). These sheets are not flat, however. Instead there is a 69.9°
kink between every other row, with a black box indicating the double rows which are
parallel to each other in Fig. 4.14(a). A side view of the crystal, shown in (b) and (c),
illustrates this pleated shape. The related compound squaric forms similar hydrogen
bonded sheets. However these remain flat, without the kinks observed for CA [203].
It is still currently unknown whether the kinks result from strain or an electronic
effect [203]. Both the 3D crystal and the 2D surface supported structures exhibit
close-packing of the CA molecules, in contrast to surface supported assemblies on
noble metals. However, the 2D structures here are determined from the N-N lattice
spacing, whereas the bulk structure is driven by hydrogen and π-π bonding.

Fig. 4.15 compares the self-assembled structures of CA on the metal surfaces
discussed above, Ag(111) and Au(111), with the results obtained on Cu$_2$N. From
these images, it is clear that the areal density of molecules in one monolayer increases
from Ag to Au to Cu$_2$N. The number of hydrogen bonds per molecule is constant
at four for all cases, however the number of neighbors per molecule differs from four
on Au to three on Ag and Cu$_2$N. Two possible explanations for this trend will be
proposed next.

Croconic acid acquires different quantities of charge on each of these surfaces,
 ranging from approximately -0.30 e$^-$ on Ag [204], to -0.07 e$^-$ on Au [204], and it can be
assumed approximately 0 e$^-$ on Cu$_2$N. Coulombic repulsion between charged molecules
would account for the decrease in packing density observed for Ag compared to Au.
Since CA remains neutral on Cu$_2$N, it is free to adopt the close packed configuration
that is observed.

Thermodynamic considerations provide a second possibility for explaining the
different observed packing densities. Self-assembly can be understood as forming
structures which minimize the Gibbs free energy \[205\]. Recall that the Gibbs free energy is given by:

\[
G = H - TS
\]  \hspace{1cm} (4.1) 

where \(H\) is the enthalpy, \(T\) the temperature, and \(S\) the entropy of the system. When molecules condense into solid structures, they lose various entropic contribu-
Figure 4.15: STM images showing increased molecular density of croconic acid as deposited on Ag, Au, and Cu$_2$N.

tions, such as translational and rotational entropy, which increases the Gibbs free energy by decreasing S. However, adsorption to a surface makes $\Delta H$ more negative, which decreases the Gibbs free energy. It is the relative competition of H and S which potentially drives the equilibrium self-assembly of organics.

There are examples in the literature of molecules at the liquid-solid interface switching from a porous to densely packed configuration with increased solute concentration that were explained by calculating these thermodynamic quantities [205,206]. It was found in one case that a strong surface interaction was responsible for the significant enthalpic contribution to the Gibbs free energy [205], which was the driving force for an observed densely packed structure. CA exhibits a strong epitaxial t to the Cu$_2$N surface, implying a strong surface interaction. Thus, enthalpic considerations may be the driving factor for the different packing densities. However, theoretical thermodynamic calculations are needed to resolve this question.
4.2 STM Studies of Surface Supported Rhodizonic Acid

This section presents STM studies of rhodizonic acid (RA) on the noble metal surfaces of Au(111), Cu(111), and Ag(111). First principles density functional theory calculations, performed by Dr. Eva Zurek, Dr. James Hooper, and Scott Simpson of the State University of New York at Buffalo, are also discussed here. These calculations provide a deeper theoretical underpinning to the experimental results.

4.2.1 First Crystallization of Rhodizonic Acid on Au(111)

As noted in the introduction, rhodizonic acid has not yet been crystallized in 3D, in part due to its hygroscopic nature. The hydration of the carbonyl groups opposite the hydroxyl groups in RA was established as one of the first controllable and reversible dehydrations of a solid hexol, in this case $\text{H}_8\text{C}_6\text{O}_8$ [165]. The experimental treatment of the RA in this study, however, strictly followed a procedure that has been proven to dehydrate the RA [167]. The dihydrated RA was gently warmed under ultra-high vacuum conditions until fully converted in pure RA. This conversion was confirmed by monitoring the color change. Dihydrate RA is described as being “colorless” [166], pure RA as deep orange [165], and $\text{C}_6\text{O}_6^{2-}$ as deep yellow [207]. Shown in Fig. 4.16(a) is the RA powder before putting it into the vacuum chamber which shows a gray, “colorless” hue. After performing the dehydration procedure, the powder was removed from UHV, see Fig. 4.16(b), and was a bright orangish color, consistant with the literature. Keeping the sample under atmospheric conditions for 90 minutes resulted in the powder adsorbing water and returning to the original gray color, as is shown in Fig. 4.16(c). Considering this, it is concluded that the experimental RA layers were
formed of the dehydrated substance under UHV.

![Figure 4.16: Photographs demonstrating the color change associated with dehydration of dihydrate RA into pure RA. (a) Dihydrate powder with a gray color. (b) Subsequent vacuum heating dehydrates the powder into RA which is a deep orange. (c) After leaving the powder in atmosphere for 90 minutes the color begins to change back to (a) as water vapor is absorbed.](image)

When evaporated under ultra-high vacuum onto Au(111) at room temperature, RA forms extended molecular networks exhibiting extremely large domains of hexagonal symmetry, with an intermolecular spacing of $6.8 \pm 0.2$ Å, as illustrated in Fig. 4.17. The networks grow across the herringbone reconstruction of Au [132], which is visible as bright ridges below the molecular layer, without lifting this reconstruction. They are limited in size by the coverage alone, meaning that often only one extended island is observed on a terrace. This observation is characteristic of a large mean free path for the molecules upon adsorption and a low diffusion barrier on the Au(111) surface. It is also found that annealing the sample even slightly above room temperature results in the gradual decrease in the island size due to desorption of the RA from the gold surface, which implies that the molecules are only weakly bound to the surface. No changes in the network architecture itself were observed after annealing. Imaging at certain bias voltages achieved submolecular resolution and reveals an alternating crescent shape pattern, as is illustrated in Fig. 4.17(b), which was obtained
Density functional theory calculations were performed on a simulated RA network, computational details are provided in reference [42]. The calculated spatial distributions of the LUMO (lowest unoccupied molecular orbital), HOMO (highest occupied molecular orbital) and HOMO-1 of RA all show a crescent shape (see Fig. 4.18), but the orbitals of the deprotonated RA (rhodizonate) $\text{C}_6\text{O}_6^{2-}$ do not, see Fig. 4.18. For example, the HOMO-1 orbital of RA (and therefore its charge density), which is of $-\text{symmetry}$ with respect to the plane of the molecule, is localized mostly on the hydroxyl-side of the carbon ring. The HOMO ( -symmetry) and LUMO ( - symmetry) are localized on the opposite side of the molecule (Fig. 4.18). The crescent shape observed for the molecular orbitals of RA corresponds well with the sub-molecular resolution achieved in STM images, such as Fig. 4.17(b). From the symmetry of the appearance of the molecules in STM images and its agreement with the shape of the calculated frontier orbitals, it is concluded that the molecules adsorbed on Au(111) are in fact RA and not the deprotonated analog. Thus, the results presented in Fig. 4.17 and in reference [42] represent the first reported crystallization of RA.
4.2.2 Metal Organic Networks of Rhodizonate on Cu(111)

In designing 2D crystal structures with potential applications in mind, it is desirable to have bonds that are strong enough to be stable at room temperature, but not so strong as to impede defect correction at the molecular level. Metal coordination bonds are stronger than hydrogen bonds and van der Waal forces as was shown in Chapter 2, but weak enough to self-correct and provide low defect networks [208]. Metal organic coordination networks can be tailored to have mesoscale pores [209], and are sufficiently adaptable to grow over step edges and defects seamlessly [210]. Furthermore, they provide an opportunity to study magnetic metals as linkers [191] and unique coordination which is not observed in 3D [211]. Thus with broad applications to both devices and fundamental physics and chemistry in mind, studies of surface supported metal organic chemistry are important.

When deposited at room temperature on Cu(111), RA forms small, isolated islands that contain structural defects, with occasional nucleation of a second layer (Fig. 4.19(a)). Given the identical symmetry of this network and the intermolecular spacing of 0.65 nm ± 0.05 nm that is, within experimental error, identical to the
spacing of RA on Au(111) in Fig. 4.17, it is concluded that this network is identical to the hydrogen-bonded network reported on Au(111), even though the asymmetric appearance of the molecules was never recorded.

Figure 4.19: STM images, recorded at 77K, of rhodizonic acid (RA) on Cu(111) deposited at room temperature (a) and after annealing (b-e). Note that on (b) the step edges are jagged and that holes in the substrate are visible. Image (c) highlights a 15° orientation relation between the 110 substrate direction and the symmetry axis of the island. (d) Close up of one island with unit cell highlighted. (e) Magic clusters of RA. Tunneling parameters: (a) 0.6V, 400pA (b-e) 0.08V, 250 pA

Weak annealing of the sample to approximately 360 K, however, results in new structural phases of RA, seen in Fig. 4.19(b-e). The annealed islands are more uniform in shape, exhibit fewer defects, and are of single layer height. Characteristic monolayer deep holes in the terraces of the Cu(111) substrates are now observed, along with a roughening of the substrate step edges. Some of the holes in the ter-
races are filled with molecules, where they form the same network as on top of the terraces. What is striking is that the architecture of the networks has changed drastically, exhibiting a change in the local environment and the apparent height of each molecule.

Isolated clusters, which appear to be the basic building blocks of the networks, are frequently observed, such as in Fig. 4.19(c,e). Such clusters always appear in groups of 1 or 3 (Fig. 4.19(e)). The molecules are visible as the bright lobes in the islands, and every third molecule in a row has increased brightness that corresponds to an increased apparent height of 0.2 Å. There are smaller structures connecting these bright lobes, visible in Fig. 4.19(d,e), which are identified as Cu atoms linking the molecules together. The clusters at the top of Fig. 4.19(e) are considered to be “magic” because they occur only in this particular configuration and size. The concept of magic clusters originates from gas phase cluster physics [212] and has been recently applied to surface-supported clusters [76]. It refers to particularly stable configurations of atoms or molecules [212–214]. Magic clusters, including the RA/Cu clusters, will be discussed in depth in Chapter 6.

The molecule-to-molecule spacing, measured at 77 K increased from 6.5 ± 0.5 Å to 7.3 ± 0.3 Å after annealing at approximately 360 K. Together with the observation of triangular holes in the surface and visibly rough steps, this increased spacing supports the proposal that substrate Cu atoms serve as linkers in the networks, thus enabling the formation of a two-dimensional metal–organic coordination network (MOCN). While atomic resolution was not achieved for the (111) surface of Cu, the ⟨110⟩ orientations within the surface plane can be inferred from the orientation of the boundaries of the holes in the substrate. Using this as a guideline, it is noted that the three symmetry directions of the networks are aligned approximately 15° offset to the ⟨110⟩ crystallographic directions of the surface, as illustrated in Fig. 4.19(c).
Thus, two different orientations of molecular islands ± 15° to the Cu substrate lattice are expected, and both are observed experimentally.

As a starting point for the detailed structural analysis of the MOCN of RA with Cu, a molecular first-principles program was used to calculate the energy of substituting hydrogen atoms in a RA dimer with Cu or Au atoms, \((H_2C_6O_6)_2 + 2 M (H\text{C}_6\text{O}_6)_2M_2 + H_2\), where the metal, M, is either Cu or Au. See reference [42] for the computational details. The right-hand side of the reaction is favored by an additional 1.22 eV when Cu is introduced versus Au, suggesting that the coordination bond of RA with Cu is substantially stronger than with Au.

Structural models developed from STM results were also tested by DFT, see reference [42]. Fig. 4.20(a) displays the bonding model that reproduces all of the key experimentally observed features. It consists of deprotonated rhodizonate molecules bonded in a hexagonal lattice with Cu adatoms as linkers, with an intermolecular spacing of approximately 7.4 Å, in excellent agreement with experiment. Simulated STM images, such as that shown in Fig. 4.20(b), show the observed difference in brightness of every third molecule. From close inspection of Fig. 4.20(a) one can note that every third atom occupies a different surface adsorption site (top or hollow) and also varying number of Cu atoms to which it is coordinated (six or three). One may ask whether the observed difference in contrast between molecules is due to differences in adsorption sites or to the uneven Cu adatom coordination. In order to answer this question, STM images of the rhodizonate molecules on different adsorption sites were calculated. No significant contrast differences was observed. Thus, it is concluded that the different apparent height in STM images of rhodizonate molecules is due to different Cu coordination.

The deprotonation of the RA molecules on the Cu surface upon annealing is analogous to findings for several other classes of molecules on Cu [191, 215–217]. Notably,
a wide variety of different molecules, including 1,3,5-tris(4-mercaptophenyl)benzene (TMB), 1,3,8,10-tetrazaperopyrene (TAPP), oxalic acid, among many others deprotonate upon adsorption to crystalline Cu, which for carboxyl groups is known to be catalyzed by the lattice gas of Cu adatoms \cite{149, 154, 218}. Once deprotonated, molecules often form metal coordination bonds with the present Cu adatoms, which was demonstrated conclusively for trimesic acid (TMA) \cite{191}. Some of these molecules require thermal activation in order to deprotonate. The temperature at which deprotonation occurs depends not only on the type of molecule used, but also on which crystal face of Cu is exposed, since the density of adatoms evaporating from Cu is higher for the (110) facet than the (111) facet \cite{219}. Interestingly, the properties of surface-supported metal coordination networks are often different than their traditional solution or crystalline counterparts. Two-dimensional metal coordination net-
works can exhibit nontraditional electronic properties, such as charge-donating metal linkers that are directly attributable to the influence of the surface [220]. This surface hybridization makes determining unambiguously the oxidation state of the metal coordinating atoms impossible. While deprotonation of RA on Cu(111) excludes the possibility of proton transfer type ferroelectricity, the coordination of metal atoms makes possible the use of magnetic linker atoms for novel magnetic RA based materials.

### 4.2.3 Rhodizonic Acid on Ag(111)

When deposited on Ag(111) at room temperature, RA forms extended islands exhibiting hexagonal symmetry, as is shown in Fig. 4.21(a). The average intermolecular spacing is 0.70 ± 0.01 nm which, within the uncertainty, is equivalent to the room temperature networks observed on both Au(111) and Cu(111). Thus it is concluded that these networks exhibit the same bonding as was described for those systems. Occasionally, networks with a brighter contrast and a larger spacing of 0.78 ± 0.03 nm are observed. One of these is highlighted with a green arrow in Fig. 4.21(b). These networks correspond with areas in which the step edges appear to be partially eroded. As was discussed for RA on Cu(111), step edge erosion is indicative of metal adatoms being utilized in the networks.

Anealing the sample to approximately 82°C results in the disappearance of the original room temperature networks and a conversion to the larger, brighter networks, shown in Fig. 4.17(c). Annealing increases the density of adatoms, and the resulting networks are consistent with the proposal of a metal-organic coordination network. Unlike the Cu/RA metal-organic coordination network, Ag atoms were unable to be resolved with STM. However, the spacing of these networks, 0.78 ± 0.03 nm is,
within the experimental error, equal to the MOCNs observed on Cu(111). Therefore, it is concluded that rhodizonic acid forms a similar MOCN as the one observed on Cu(111).

### 4.3 3-Hydroxyphenalenone on Noble Metals

3-Hydroxyphenalenone (3-HPLN) was studied with STM on Ag(111) and Au(111). Results of 3-HPLN on Cu(111), displayed in Fig. 4.3, were completed by a co-worker, Sumit Beniwal, and are outside the scope of this thesis. As part of the theoretical collaboration with Dr. Eva Zurek, Dr. James Hooper, and Scott Simpson, DFT results are presented which provide additional depth and understanding to the experimental results.
4.3.1 Chiral Networks of 3-Hydroxyphenalenone on Ag(111)

When deposited onto Ag(111) at room temperature, 3-HPLN coalesces into short chains that are two molecules across, similar to the chain-like arrangements observed in the bulk 3-HPLN crystal structure [20, 221]. The zipper-like chains attract each other on the surface to form small clusters, as shown in Fig. 4.22(a). There exists a high level of disorder in the networks, i.e. short chain segments, isolated clusters, and other defects. The chains orient themselves along the $\langle 1\bar{1}0 \rangle$ directions of the surface. It is reasonable to assume that the molecules are H-bonded, with each molecule forming a single H-bond to two different molecules along the chain length as illustrated in Fig. 4.22(b), reminiscent of the bulk crystal. The chains must attract each other through van der Waals interactions since, within the model, the chemically active hydroxyl and carbonyl groups are all participating in hydrogen bonding along the chains. Calculations performed with the DFT-D2 functional, discussed below, suggest that in clusters and networks of 3-HPLN, the intermolecular hydrogen bonding interactions are about an order of magnitude larger than dispersion.

Annealing the sample to approximately 400 K drastically changes the structure of 3-HPLN on Ag(111), with the emergence of a new ordered network. Fig. 4.23(a) shows the co-existence of a close packed phase, around the edges of the image, with an ordered porous network in the center. Note that in addition to the trimer based network, sometimes when utilizing the same sample preparation procedures we observe different ordered phases, including one with a dimer comprising the unit cell. This shows that several structural configurations of similar energy coexist, as can also be seen in Figure 4.23(a). The basic building block of the porous ordered network is a trimer of 3-HPLN, and two trimers within a rhombus represent the unit
cell of the extended network. The unit cell, highlighted in Fig. 4.23(c) by a dashed white line and illustrated in Fig. 4.23(d), has measured dimensions of 2.15 ± 0.09 nm. By measuring the uncovered Ag(111) surface with atomic resolution, it is found that the angle the unit cell makes with the underlying 110 direction is 12.6 ± 2.2°. These measurements correspond to a commensurate (2 \[\sqrt{3}\] × 2 \[\sqrt{3}\])R \[\sqrt{3}\] 3-HPLN/Ag(111) lattice.

Each 3-HPLN molecule within the trimer has a single H-bond with each of its two nearest neighbors. Since each carbonyl and hydroxyl group participates in a hydrogen bond within the trimer, there are no carbonyl/hydroxyl groups left to participate in hydrogen bonds between trimers. It is presumed that these networks must also be held together by van der Waals forces, similar to the chain-like room temperature phase. The extended network resembles others reported in the literature, for example those formed between perylene tetra-carboxylic di-imide (PTCDI) and melamine on a silver-terminated silicon surface or during the assembly of SubPc on Au(111) [223...
Figure 4.23: Networks of 3-HPLN on Ag(111) after annealing the sample to 400 K, followed by cooling to 77 K for STM imaging. (a) STM image highlighting the coexistence of a close packed phase and trimer network phase of 3-HPLN on Ag(111). (b, c) Examples of STM images of left and right-handed networks (enantiomorphs). The structural unit cell is highlighted by dashed lines in (c). Tunneling parameters: (a) -0.2V, 600pA (b) 0.2V, 600pA (c) -0.2V, 500pA. (d) Bonding schematic of two trimers in a unit cell and how this leads to L (left-handed) and R (right-handed) chirality. The epitaxial orientation of the unit cell to the substrate is described as \((2 \ 13 \ 2 \ 13)R13.9^\circ\) in Woods notation. Also shown is how dimers of trimers assemble to form handed porous networks. Reproduced from reference [222].

Remarkably, TiOPc deposited on Ag(111) was reported to form an identical commensurate lattice when deposited at a low ux [228]. Further strengthening the comparison, isolated 3-HPLN molecules are occasionally imaged in the pores of the honeycomb network. A few of these molecules can be seen by close inspection of Fig. 4.23(c). These are likely molecules that are kinetically trapped during network formation and are not commonly observed. Similar trapped molecules were found to stabilize the similar honeycomb network of TiOPc [228].
The van der Waals attraction between adjacent trimers in the porous lattice works as an effective lock and key mechanism, giving the islands long range order. Fig. 4.23(d) shows a schematic of a single 3-HPLN trimer coming together to link with an adjacent trimer via the presumably weaker van der Waals interactions thereby forming the pores of the network.

The structure of the $C_{3h}$-symmetry 3-HPLN trimer is reduced to $C_3$ symmetry upon adsorption to the Ag(111) surface (neglecting the atomic arrangement of the underlying surface atoms). As shown in Fig. 4.23(d), this allows a “handedness” (left or right) to be defined for the cluster, depending on whether the direction of the O-H···O hydrogen bonding contacts point in a clockwise direction around the trimer’s center of mass or in a counterclockwise direction. The lack of a mirror plane or glide plane of symmetry perpendicular to the surface gives the adsorbed 3-HPLN trimer local surface chirality at the point group level. Importantly, it is noted that while each pair of 3-HPLN trimers in Figure 4.23(d) is shown with only one type of trimer, i.e. each trimer within the pair has the same handedness, there is no reason why this must be the case (unless the mechanism by which they form induces it). Indeed, it is reasonable to assume that each chiral network can be made up of a random mixture of right and left-handed trimers giving rise to an overall racemic mixture. However, the asymmetric (tilted) packing of the trimers with respect to the diagonals of the unit cell ensure that the extended model networks exhibit surface chirality at the space group level, regardless of the underlying molecular orientation. Thus, the chirality of the networks is due to the offset between the trimer-trimer pairs, and their initial nucleation by the lock and key mechanism. The chirality is likely not a result of the inherent chirality of the trimers, or of the 2D-chirality of the 3-HPLN molecules themselves. However, the STM images do not reveal the handedness of individual molecules or trimers.
4.3.2 3-Hydroxyphenalenone on Au(111)

When deposited at room temperature on Au(111), 3-HPLN forms 1D hydrogen bonded chains, as in Fig. 4.24. These chains are similar to the 1D chains that compose the bulk crystal structure and also similar to the segments observed on Cu(111) at room temperature [170], where they by contrast bunch together into 2D islands. See Chapter 2 for a discussion of the crystal structure [20]. At high coverages close to 1 ML, the chains are long, often over 100 nm, see Fig. 4.24(b). Whereas at lower coverages, many short chains are observed as in (c). The chains grow over the step edges, highlighted by a green arrow in Fig. 4.24(b), which has been demonstrated for metal-organic networks previously [210].

The herringbone reconstruction of the Au(111) surface is visible below the chains of 3-HPLN, in images such as Fig. 4.24(b). From atomically resolved images of the Au(111) surface, it is determined that the chains align parallel to the \( \langle 1\bar{1}0 \rangle \) directions of the underlying Au(111) surface. The intermolecular distances \( a \) and \( b \), shown in Fig. 4.24(a) are 0.91 nm \( \pm \) 0.01 nm and 0.86 nm \( \pm \) 0.06 nm respectively. As was discussed in Chapter 3, the herringbone reconstruction of Au(111) results in a 5% compression of the Au atoms along the \( \langle \bar{1}01 \rangle \) direction. This compression is only local, with three 120° rotational domains observed over large scales. While the Au surface templates the direction of chain growth, it is unclear, due to the experimental error, the exact epitaxial fit to the surface.
Figure 4.24: STM images of 3-HPLN on Au(111) deposited at room temperature. (a) Demonstrates bonding into 1D chains. See text for explanation of a and b. Tunneling parameters: 0.6 V, 700 pA (b) Chains are often observed to be over 100 nm long. Green arrow highlights bonding over step edge. -1.3 V, 1 nA. (c) Low coverage sample exhibiting short chains. -1.3 V, 1 nA (d) Model of hydrogen bonded chains of 3-HPLN observed on Au(111).

To conclude this chapter, for all molecules discussed, the structure observed depends on the substrate. For CA, the networks vary from porous honeycombs on Ag(111) and Au(111) to densely packed on an insulating Cu$_2$N buffer layer. For RA, hydrogen bonded close packed networks are observed on Au(111), whereas metal-organic coordination networks are seen on Cu(111). For 3-HPLN, extended 1D chains form on Au(111), porous honeycomb networks are seen on Ag(111), and 3D porous networks grow on Cu(111). Seemingly, the only commonality to these is that hydrogen bonds are formed, with the exception of metal coordination networks on reactive
Cu(111). In other words, there is an unsurpassed structural richness possible going from bulk to surface supported structures. Therefore, it is fair to say that the surface is a control parameter in the growth. All while the hydrogen bonds that give those materials their ferroelectric properties are preserved.
Chapter 5

Multi-Component Hydrogen Bonded Organic Structures

Driven by the wealth of results from the single component structures described earlier in this thesis, I strove to study what structures emerge if two materials are combined on a single surface. Thus, this chapter describes STM investigations into multi-component hydrogen bonded organic materials. The search for ferroelectric organic co-crystals provides part of the motivation for this research and thus a brief review on this topic is provided first. Second an overview on previous surface supported organic co-crystals is given. Then, STM studies pertaining to two novel organic co-crystals are detailed. Finally, a brief overview of the 3D growth of organic co-crystals inspired by this STM work is given.
5.1 Introduction

5.1.1 3-D Ferroelectric Organic Co-crystals

With the advent of organic ferroelectrics that can compete with traditional inorganic ferroelectrics in terms of functional properties [229], the search for new functional organic materials has gained significant traction. One way to control material properties is to combine known species into multi-component co-crystals. The goal is to combine the desired properties of one molecule with those of another. Organic co-crystals have shown promise in a wide range of fields, spanning pharmaceutical research [230], explosives [231], opto-electronic devices [232], and molecular electronics [233, 234]. For example, the solubility of a drug can be improved this way in pharmaceutical co-crystals [235]. In recent years a few prototypical cases demonstrated that ferroelectric co-crystals are possible. However, they have yet to display the full range of desirable properties for applications.

Despite the great promise for co-crystals to serve as functional materials, challenges are associated with their growth. Organic compounds only rarely form co-crystals, and make up only approximately 0.5% of crystals archived in the Cambridge Structural Database as of 2009 [236]. Difficulties in finding suitable solvents for co-crystal formation has led to mechanical grinding as a preferred substitute for many compounds [237]. Moreover, the synthesis of novel co-crystals often relies on trial and error for determining the proper preparation procedure [238]. Thus, there is a need for rational design principles and new screening techniques to speed the search for novel organic co-crystals.

Ferroelectric organic co-crystals have thus far displayed three main ferroelectric switching mechanisms: displacive (including charge-transfer) [239–244], collective proton transfer [245], and order-disorder [246]. Below, I provide a brief review of
each of these classes of co-crystals.

Figure 5.1: Diagram of charge-transfer type crystals. Two dimerizations are possible: displacement or deformation. Adapted from reference [245].

Charge transfer or mixed stack crystals consist of alternating donor and acceptor molecules that dimerize creating an electric polarization. The dimerization can result from either a displacement or deformation in the organics, shown in Fig. 5.1. While many charge transfer crystals are known, only a few charge transfer crystals exhibit ferroelectric switching. Notably, Tayi et al. discovered above room temperature ferroelectricity in three related compounds, which are shown in Fig. 5.2 [242]. These crystals were notable for being over 1 cm long and one co-crystal (1-4 in Fig. 5.2) exhibited one of the largest known organic remanent polarizations of 55 $\frac{C}{cm^2}$, albeit at 7K. Two previous examples of mixed stack co-crystals had Curie temperatures below liquid nitrogen temperature, limiting their potential for applications [243,244].

Three displacement type ferroelectric organic co-crystals have been reported, consisting of phenazine and chloranilic acid or bromanilic acid [240,241] and tartaric acid and 1,4-diazabicyclo[2.2.2]octane N,N'-dioxide [239]. The crystal containing tartaric acid exhibited switching at the highest known operating frequency of any organic ferroelectric (>10 kHz), but had a below room temperature Curie point ($T_C=254.5$K).
and a small spontaneous polarization ($< 1 \text{C/cm}^2$) [239]. The crystal containing chloranilic acid also suffered from a small spontaneous polarization $<1 \text{C/cm}^2$ at 254 K [240]. However, deuterating it led to above temperature ferroelectricity [241]. Additionally, there is one known example in which a proton transfer mechanism is responsible for ferroelectricity in an organic co-crystal, consisting of iodanilic acid and 5,5'-dimethyl-2,2'-bipyridine [245]. While the Curie temperature is below room temperature, the deuterated form has a $T_C=335K$. However, it has a small polarization of approximately $1 \text{C/cm}^2$ which is an order of magnitude smaller than traditional inorganic ferroelectrics.

Finally, there is a report of an order-disorder type transition in two ferroelectric organic co-crystals consisting of TPPZ and chloranilic acid or bromanilic acid [246]. In these systems, a double proton transfer occurs. Surprisingly, the proton transfer is not responsible for the observed ferroelectric behavior here. Above $T_C$, four protons in the crystal are disordered, as illustrated as yellow dots in Fig. 5.3. Cooling below the Curie temperature of each co-crystal ($T_C=334K,172 K$) causes one proton to localize (illustrated as a green dot) which leads to a polarization. The operating parameters of these crystals are impractical for applications, however. For example, the coercive...
eld is >30 kV and could only show switching at extremely slow frequencies (20-30mHz), thereby making them unsuitable for devices.

Figure 5.3: Schematic of an order-disorder type ferroelectric organic co-crystal. (a) The electrons are disordered in the paraelectric phase. (b) Only one electron localizes below the Curie temperature resulting in a polarization and leading to ferroelectricity. Reproduced from reference [246].

While there has been initial success in the synthesis of organic ferroelectric co-crystals, they have yet to rival traditional inorganic ferroelectrics in terms of operating parameters. Thus, there is a need to put significant effort towards discovering new organic ferroelectric co-crystals that may one day compete with, or even replace, inorganic ferroelectric materials.
5.1.2 2D Organic Co-crystals

As was shown in Chapter 4, transitioning from bulk materials to their 2D analogs allows for an incredible diversity of novel materials as well as an additional control parameter, i.e. the substrate. This is not only true for the single component systems discussed previously, but also for multicomponent co-crystals as well. Furthermore, the study of co-crystals has provided new avenues for studying host-guest chemistry, such as the adsorption of heptamers of C\textsubscript{60} into a PTCDI-melamine lattice [226]. In this thesis I propose that the study 2D co-crystals on surfaces can provide an effective route for the rapid screening of miscible compounds to form novel 3D co-crystals. This will be demonstrated for two distinct organic co-crystals.

Two-dimensional organic co-crystals were first reported in 2002 by Hipps et al. [226] with the discovery of a self-assembled structure consisting of two large organics: NiTPP and F\textsubscript{16}CoPc [247]. Organic co-crystals have since been studied both at UHV [226,247–260] and at the liquid-solid interface [63, 261–267].

Because of the directional nature of hydrogen bonds, they are a natural choice for use in designed self-assembled systems. As such, many of the reports on organic co-crystals have focused on hydrogen bonded systems [226, 251, 258–261, 263, 265, 266]. Other studies have reported co-crystals grown with weak van der Waals forces [249, 255, 261, 264, 267], dipole-dipole interactions [63], and even ionic bonds [257]. Combinations of these bond types in one co-crystal are also often observed, especially as the complexity of the co-crystal grows, as for example three component systems studied by Lei et al. [261].

Many different factors have been attributed to driving the structures formed during the crystal growth. The stoichiometry, or the relative ratio of molecular species in the co-crystal for instance can change its observed structure and properties. This
can include switching from disordered to ordered growth [248, 259] or the observation of different ordered phases [255, 266]. Depending on the order of deposition of the constituents, either co-crystals or phase separated systems were reported for PTCDA and melamine [253], PTCDA and CuPc [249], and C_{60} and ACA [251]. At the liquid solid interface, time of immersion was the driving factor in the observation of different phases for co-crystals of CuOEP and CoPc, as CoPc slowly replaced CuOEP resulting in the formation of different structures [262]. Finally, different network geometries are observed on different metal surfaces [259], with the crystallographic face of the metal being important in some cases [264].

5.2 STM Observations of Multi-Component Hydrogen Bonded Organics

5.2.1 3-Hydroxyphenalenone/Croconic Acid Co-crystals

In Chapter 4, it was explained that ferroelectricity occurs within the molecular plane for croconic acid (CA), 3-hydroxyphenalenone (3-HPLN), and related compounds. 2D ferroelectricity should therefore be possible in principle. It was with this motivation, that two compounds, CA and 3-HPLN were selected for co-crystallization. In particular, organic co-crystals of these compounds were examined via STM. 3-HPLN and CA by themselves form ordered, 2D hydrogen bonded structures on a range of metals, which is discussed in Chapter 4. Au(111) was selected as the substrate on which to test co-crystal growth because it is the most inert of the noble metals studied and therefore most closely mimics the gas-phase growth.

As was previously discussed, croconic acid is highly mobile at low coverages on Au(111), even at liquid nitrogen temperature. Thus, CA was first deposited onto
Au(111), and subsequently 3-HPLN was added. STM images of the as-grown lm, such as Fig. 5.4, show that the islands are fully intermixed with each island containing both CA and 3-HPLN. The molecules are easily identified by their shape, with 3-HPLN appearing as a large triangle, and croconic acid as a small circle. While small areas appear ordered, there is no long range order. The herringbone reconstruction of Au(111) is visible in this image both on the bare surface and below the intermixed islands. The Au(111) reconstruction remaining below the islands suggests that the interactions between the surface and adsorbates are relatively weak.

![STM images of 3-HPLN and CA as grown at room temperature. CA was deposited first, followed by 3-HPLN. Tunelling parameters: -0.5 V, 300 pA.](image)

Next, the dependence of the co-crystal structure on the stoichiometric ratio of the components was studied. Each sample was prepared by depositing the desired ratio of CA:3-HPLN and subsequently annealing to approximately 65 °C. By systematically varying the stoichiometry, three distinct ordered co-crystals are observed as shown in Fig. 5.5. With excess 3-HPLN, each CA tends to bind to five 3-HPLN molecules, with the remaining 3-HPLN forming the same 1D hydrogen bonded chains it does
for solitary growth, as is seen in Fig. 5.5(d). For 1:1 stoichiometry, two distinct bonding patterns are observed. They are referred to as the bowtie (Fig. 5.5(b)) and perpendicular (e) configurations. For CA-rich structures with composition 2:1 CA to 3-HPLN, a different bonding motif is observed, termed 2:1 and shown in Fig. 5.5(c). For samples with stoichiometries between those described above, multiple phases are observed to coexist on the same sample. However, each island consists of only a single phase.

![Figure 5.5](image)

Figure 5.5: STM images demonstrating how self-assembly of CA and 3-HPLN depends on the stoichiometry of the constituents. (a) Pure CA (b) Bowtie configuration (c) 2:1 phase (d) Excess 3-HPLN (e) Perpendicular phase and (f) Pure CA.

The two observed polymorphs with CA/3-HPLN = 1/1 stoichiometry (bowtie and perpendicular) are composed of the same building block, a tetramer consisting of two molecules of CA and two molecules of 3-HPLN. A proposed structure for the tetramer, consistent with the STM images, is drawn in Fig. 5.6. Note that the way the
CA molecules hydrogen bond to each other in the tetramer is similar to the bonding observed in CA on Ag(111), discussed in Chapter 4.

From examining STM images of the bowtie structure as well as the atomically resolved Au(111) surface, a bonding model can be constructed. The tetramers align such that the $10\bar{1}$ direction bisects the tetramer along its long axis, as is shown in Fig. 5.7(a). Similarly a bonding model of the perpendicular networks is proposed in Fig. 5.7(b). In the perpendicular case, the tetramers pack perpendicularly to their neighbors. This means that the $10\bar{1}$ direction bisects half the tetramers along their short axis and half along their long axis. In short, the key difference between the two observed 1:1 polymorphs is the relative arrangement of the CA$_2$3-HPLN$_2$ tetramers.

Note that each tetramer is held together solely by hydrogen bonds. Each tetramer can only bind to another through weak interactions such as van der Waals forces, because all the H-containing hydroxyl groups are already involved in bonds to form the tetramers. Both the bowtie and the perpendicular configurations are often seen to coexist on the same sample. Thus, it is concluded that they are of similar energy.

The measured intermolecular distances are given for the two different networks bowtie and perpendicular in Fig. 5.6. While there is not perfect agreement between the 3-HPLN to 3-HPLN separation in the bowtie and perpendicular networks, it appears in STM images that the basic building block is in fact the same.
Figure 5.7: Proposed structures of the CA/3-HPLN = 1/1 networks (a) bowtie configuration and (b) perpendicular binding.

for both networks. This is because the 3-HPLN-3-HPLN bond length may be slightly in
uenced by the overall bonding pattern.

Figure 5.8(a) displays a high resolution image of the croconic acid rich CA/3-
HPLN = 2/1 structure. From analyzing STM images, such as that one, a bonding
model is proposed in Fig. 5.8(b) which accounts for all observations. Qualitatively,
this structure appears to consist of CA$_2$3-HPLN$_2$ tetramers and CA$_2$ dimers as shown.
The tetramers appear to be identical to those in the CA/3-HPLN = 1/1 networks, and
are highlighted with a red box in Fig. 5.8(a). Dimers of CA connect these tetramers
to each other. The measured distance between croconic acid molecules in a dimer
$6.4 \pm 0.4$ Å, which is consistent with the CA/3-HPLN = 1/1 structures described
above. The tetramers are oriented on Au(111) such that the 010 direction bisects
the tetramers along their short axis, parallel to the CA dimers. This orientation was
also observed for half of the tetramers in the perpendicular networks.

Figure 5.8: (a) STM image of CA/3-HPLN = 2/1 co-crystal. The larger triangles are 3-HPLN, whereas the smaller circles are CA. Tunneling parameters: -0.06 V, 1000 pA
(b) Proposed structure model based on close inspection of STM images.

In the following I will show that structural transitions from CA rich co-crystals to CA poor co-crystals can be induced by weak annealing. Starting from a CA/3-HPLN = 2/1 sample, annealing above approximately 65°C results in the selective desorption of the smaller CA molecules. This causes a transformation from the CA/3-HPLN = 2/1 structure to the 1:1 structures described above. Further annealing results in small CA poor clusters consisting of a single CA molecule surrounded by five 3-HPLN molecules, and chains consisting of only 3-HPLN, as shown in Fig. 5.5(d).

However, the opposite transition from CA poor co-crystals to CA rich co-crystals by adding CA to a CA poor co-crystal is not possible. Starting from a prepared CA/3-HPLN = 1/1 sample, the additional deposition of CA results in a phase separation of pure CA, like in Fig. 5.5(f), and 1:1 co-crystal islands. Annealing to 65°C evaporates the CA, but does not convert it into the 2:1 structure described above. Thus, in order to form CA containing co-crystals, CA must be deposited first.
5.2.2 Co-crystals of Parent Quinonoid Zwitterion/Croconic Acid

The co-crystallization of PZI and CA was attempted next. Again, exploiting the fact that croconic acid is gas phase at room temperature on Au(111), it was deposited prior to PZI addition. PZI were deposited in a second step at room temperature. As deposited, the molecules appeared disordered. Upon annealing to approximately 125°C, two distinct networks formed. STM images of these crystals are shown in Fig. 5.9. First note that each phase is distinct from that of single phase PZI, which forms square networks with domains (Fig. 3.7), and single phase CA, which forms porous trimer based networks (Fig. 5.5(f)). Thus, it is concluded that each of these networks is in fact the result of the combination of PZI and CA. Unlike the 3-HPLN and CA system, PZI and CA cannot be identified by their shapes in STM images due to their similar size. Similarly, no difference in apparent height was observed that may allow to distinguish between both types of molecules.

One phase was close packed, consisting of two, alternating tetramers visible in Fig. 5.9(a) and marked by red and blue rhombuses in Fig. 5.9(b). These tetramers have slightly different dimensions which are provided in Table 5.1. Whereas the second observed network was significantly more porous as is visible in Fig. 5.9(c) and (d).

The stoichiometry of the constituents was systematically varied, as was performed for the CA/3-HPLN system. However, both close packed as well as porous networks were observed on every sample prepared. When a large excess of one molecule was deposited disordered areas were also observed. Because both networks were observed on each sample, it can be concluded that they are of similar energy.

Since CA and PZI are indistinguishable in STM images, a bonding scheme cannot
be unambiguously established from STM images. However, some insight can be gleamed from closer examination of the networks. Tetramers were established to be the building block of the close packed network. While many tetramers are possible, Fig. 5.10(a) shows one possible bonding model that is consistent with STM images of the close packed co-crystals.
Table 5.1: Experimentally measured dimensions of tetramers shown in Fig. 5.9, where
a is the long dimension and b is the shorter.

<table>
<thead>
<tr>
<th>Network Type</th>
<th>a (nm)</th>
<th>b (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tetramer 1</td>
<td>1 2 0 0 6 6 0 2</td>
<td></td>
</tr>
<tr>
<td>Tetramer 2</td>
<td>1 2 0 2 0 8 0 0 5</td>
<td></td>
</tr>
</tbody>
</table>

A close examination of the porous networks, from images such as Fig. 5.9(d), reveals the bonding is made of a combination of pentagons and rhomboids. Due to the pentagonal shape of croconic acid, it was assumed that these pentagons consist solely of CA, and a possible bonding scheme for the co-crystals is provided in Fig. 5.10(b). Because these pentagons are not observed if only CA is on the surface, it is concluded that PZI must act to stabilize these pentagons. This was achieved by adding a CA₂PZI₂ tetramer to the network. However, without calculations the proposed bonding models remain speculative. Nevertheless, co-crystallization of CA and PZI on surfaces was successful and will be further investigated.

Figure 5.10: Possible bonding structures for (a) close packed co-crystal and (b) porous co-crystal consisting of PZI and CA.
5.2.3 Phase Separation in Bicomponent Organic Materials

As was discussed in the introduction, there are still significant barriers to the development of co-crystals. Computational screening methodologies for new co-crystals are only now being developed [268]. Both experimental and computational approaches are very time consuming and there remains a need for efficient screening mechanisms.

Surface science presents an interesting opportunity to predict which organic compounds are likely to form three dimensional co-crystals. By depositing two compounds on an unreactive surface, it is possible to quickly determine if the molecules favor bonding with the other species or themselves. Above, two examples of 2D co-crystal growth were examined. Using the same approach, other species were found to phase separate on a surface, from which it can be inferred that they are poor candidates for 3D crystal growth. This was determined in less than one week, whereas running computations or experimentally trying 3D growth would have likely taken considerably longer.

Rhodizonic acid has been predicted to have useful electronic properties [168], and self-assembles into regular islands at room temperature, as discussed in Chapter 4. The growth of CA and its electronic properties have likewise already been touted in this thesis. Therefore, co-crystal formation for RA and CA were tested. Similar to the examples above, both CA and RA molecules were deposited on Au(111) due to its typical weak interactions with organic adlayers. However, regardless of deposition order or post-annealing procedure, the organic species separated into islands of a single phase. Representative STM images are shown in Fig. 5.11. In these, two different networks are visible, a porous trimer network to the bottom-left and a close packed hexagonal lattice at the top-right.

While CA and RA molecules are indistinguishable in STM images, these two
networks can be differentiated by knowledge of their single component growth. From analyzing just CA on Au(111), and only RA on Au(111), see Chapter 4 for more information, it is clear that Fig. 5.11 shows a phase separated sample, with CA on the left and RA on the right. Furthermore, because the same dehydration procedures were followed for RA on Au(111) as was discussed in Chapter 4, and the close packed network seen here is identical to that found for pure RA, deprotonation of RA is ruled out. From this we can infer that it is energetically favorable for CA to bind with other CA molecules and similarly for RA to bind with RA, compared with supramolecular bonds. Thus, we can safely exclude CA/RA co-crystals from the possibilities that are worth pursuing.

Figure 5.11: (a) STM image of croconic acid (porous network to the left) and rhodizonic acid (close packed network to the right). Note that there is no intermixing between these species. Tunneling parameters: 0.6 V, 500 pA. (b) Zoom in of boundary between CA and RA, 0.6 V, 300 pA.

STM turns out to be useful for the pre-screening of organic molecules regarding their co-crystallization. Two combinations of organic molecules presented here were found to readily form surface supported co-crystals, and thus are good candidates for 3D growth. Whereas, RA and CA phase separate and can be discarded from future co-crystallization studies. The use of STM to quickly pre-screen organics can therefore accelerate the discovery of novel co-crystals.
5.3 3D Organic Co-crystal Growth

Guided by the STM results presented above, a collaboration with colleagues from the University of Nebraska’s chemistry department, Dr. Sinitskii and Wayz Kahn, was formed to pursue the 3D growth of two sets of co-crystals. Grown through solution based chemistry, 3-HPLN and CA were found to readily form square shaped co-crystals. Photographs of the co-crystals are presented in Fig. 5.12. While the experimental determination of their exact crystal structure, as well as their electronic properties is still underway, it has been determined through initial Raman spectroscopy results that the crystals are in fact co-crystals of the components.

![Figure 5.12: Photographs of co-crystals of 3-HPLN and croconic acid. (b) Zoomed in photograph taken under an optical microscope.](image)

Other 3D co-crystals containing parent quinonoid zwitterions (PZI) and CA were grown, see Fig. 5.13. Two different crystal structures were observed one which has a square shape and one which is long and needle like. Both of these are visible in the photograph in Fig. 5.13(a). An optical microscope was used to image the needle like structure, shown in Fig. 5.13(b,c). These crystals both differ from single crystals
of PZI and CA in color and shape. Also here, determination of their structure and electronic properties is still an active pursuit.

![Photographs of co-crystals of parent quinonoid zwitterions and croconic acid. Images with (b) 10 x and (c) 4 x magnification taken under an optical microscope.](image)

In summary, scanning tunneling microscopy experiments explored two different hydrogen bonded co-crystals. For 3-HPLN and CA, due to the potentially switchable nature of the hydrogen bonds forming these crystals, 2D proton transfer type ferroelectricity remains an open possibility. Furthermore, the observed phases of crystal growth could be controlled by modifying the relative ratios of deposited organics. 3D analogs of each of the co-crystals were successfully grown, demonstrating the use of surface science as an effective screening tool for co-crystal growth.
Chapter 6

Magic Organic Surface Clusters

6.1 Introduction

In the course of studying the self-assembled organic networks described in Chapters 3-5, small organic clusters containing less than 10 molecules were often observed. For each system, one particular cluster size and geometry was predominantly seen. In cluster physics, the term “magic clusters” has been established for those clusters of particularly high abundance in experiments, due to their exceptionally high stability. This phenomena of “magic” clusters that are especially stable has been actively studied for atoms in the gas phase, but it is relatively unexamined for organic clusters on surfaces. This chapter will provide a brief background on magic clusters, and present experimental observations of novel surface supported organic clusters. It is the goal of this chapter to bring attention to this topic as one that is worthy of further study.

In the gas phase, magic clusters typically form due to geometric considerations [269,270], electronic shell filling [214], or occasionally minima in the Gibbs free energy [271]. Geometric considerations, in which certain shapes of 3D clusters are more stable than others, can easily translate to certain 2D organic systems. However,
there are some complicating factors on a surface. In the gas phase only molecule-
molecule interactions exist. Whereas on a surface, molecule-surface interactions can
be significant, as was discussed in Chapter 2, so that the concept does not necessarily
apply to surface-supported clusters. Secondly, organic species with certain functional
groups may participate in directional covalent or hydrogen bonds. These directional
bonds will influence the shape and possibly the size of the clusters, adding more
complexity than gas phase atomic systems.

Electronic shell filling arguments do not translate as readily to 2D organic systems.
In a 2D organic cluster, large molecular orbitals that encompass all organic molecules
in the cluster do not form, in general. However, these molecular orbitals are the
“shell” that is required for electronic shell filling. Additionally, fractional charge
is often transferred between the surface and organic adsorbate, as was discussed in
Chapter 2. This fractional charge limits the applicability of electronic shell filling
ideas.

Nevertheless, magic clusters are observed experimentally with Fig. 6.1 displaying
a selection from the literature, and the mechanisms that cause their formation are
many and much discussed. For instance, charge transfer \[76,78,272,273\] and surface
epitaxial fit \[274\] have been suggested. In the case of an epitaxial mismatch between
the organic and surface, strain builds up across the cluster, potentially limiting its
size. Additionally, cluster size has been found to depend on the coverage \[275\] and
functional end groups \[275-277\]. Also, clusters often only exist at low molecular
coverages, condensing into 1D \[273,278\] or 2D \[46,277,278\] networks at increased
molecular density. The details of bond formation, such as bond angle may also play
a role.

In general, these clusters can be understood to form due to a combination of attrac-
tive and repulsive forces. For example, 4-fluorostyrene acquires a charge through sur-
face interactions leading to Coulombic repulsion between the molecules, see Fig. 6.1(j) [76]. This repulsion is partially balanced by attractive van der Waals forces. Depending on the surface, the amount of charge acquired by each molecule differs, leading to different magic cluster sizes on different surfaces. It is this balancing of attractive and repulsive forces that leads to a particular size and geometry being relatively stable.

A variety of organic molecule sizes have been studied ranging from methanol [279] to large TPP derivatives [275, 277, 278]. Similarly, many different types of chemical bonds have been observed in the bonding of magic clusters, including metal-organic [275], hydrogen [76, 273, 276, 277], CH-π [274], dipolar [78, 278], Coulombic [46] and van der Waals [76, 272, 278]. A sample of STM images demonstrating the wide variety of observed clusters is shown in Fig. 6.1.

Chirality is nearly always present in surface supported organic magic clusters. For example, Lawton et. al were able to switch the chirality of self-assembled hexamers of methanol by performing voltage pulses near clusters [279]. In a particularly beautiful example, Blüm et. al observed three nested levels of enantiopure chiral species, as shown in Fig. 6.1(a) [280].

As of now, there does not exist a set of rules that explain the stability of small organic clusters on surfaces, in general. Thus, additional studies on magic organic clusters are encouraged, which will enable more general conclusions about the principles that govern organic cluster growth on surfaces.
Figure 6.1: Gallery of examples of magic organic clusters as reported in the literature. STM images are of the following molecules: (a) rubrene [280] (b) phenylacetylene [274] (c) borazine [272] (d) Co(5,5'-Cl₂-Salen) [46] (e) cysteine [281] (f) 1-nitronaphthalene [273] (g) disubstituted pyridylporphyrin [275] (h) methanol [279] (i) styrene [78] (j) 4- fluorostyrene [76]
6.2 Observations of Organic Surface Clusters

In the course of studying the organic networks previously discussed in this thesis, a number of novel magic organic clusters were observed. These include both metal-organic clusters and hydrogen bonded clusters. They were observed on Ag(111) and Cu(111) and are presented here.

6.2.1 Quinonoid Zwitterion Magic Clusters

While studying the 2D and 1D growth of quinonoid zwitterions (QZI), see Chapter 3, magic organic clusters were routinely observed on Ag(111). However, these clusters were not discussed until now. Three different species of QZI were studied with varying substituent end groups. Parent zwitterions form a variety of magic clusters when deposited at room temperature. Four membered clusters and seven-membered hexagonal clusters are routinely observed, as well as a variety of clusters with missing molecules or extra molecules. A typical STM image showing the array of clusters observed is shown in Fig. 6.2(a). However, ethyl and butyl zwitterions only form four membered clusters, as shown in Fig. 6.2(b) and (c) respectively.

By comparing the shape of these molecules in STM images, with those found for extended networks such as in Fig. 3.13(a), the orientation of the molecules within the clusters is determined. Each molecule in a cluster is oriented with the O end of the molecule pointing toward the center of the cluster. This is true for all QZI: parent, and functionalized with ethyl and butyl.

Close inspection of the tetramer clusters shows that the molecules are offset slightly from a perfect square, as is highlighted by green lines in Fig. 6.2(c). A bonding schematic that reproduces the appearance and chirality of the cluster in the STM image is proposed in Fig. 6.3. In this model of the BZI, each molecule forms
Figure 6.2: Magic organic clusters of quinonoid zwitterions on Ag(111) as grown at room temperature. (a) Parent zwitterions form clusters of primarily four or seven molecules. However, many clusters have defects, and a few other cluster sizes are observed. (b) Ethyl zwitterions form magic clusters of four molecules. An H-bonded chain is visible in the center. (c) Butyl zwitterions form four-membered clusters. Green lines highlight the set of molecules across a tetramer. Tunneling parameters: (a) -0.7 V, 400 pA (b) -0.3 V, 350 pA (c) 0.3 V, 700 pA.

hydrogen bonds with two neighbors using carboxyl and amine groups, and the alkane chains are close, maximizing van der Waals forces.

Figure 6.3: Bonding schematic for magic clusters of butyl zwitterions. The same bonding applies for the ethyl and parent zwitterions as well.

A pressing question is why is four the magic cluster size for the butyl and ethyl zwitterions. We speculate that adding more molecules in a similar fashion results in
closer packing of the alkane tails, which would increase the Pauli repulsion between
the tails. Thus, the alkane-alkane distance that results from four molecules is likely
an energetic minimum. Note that for all cases of QZI, charging effects are excluded,
since we also observe extended 1D or 2D architectures, as described in Chapter 3.

The variety of cluster sizes for PZI compared with ethyl and butyl zwitterions
can be explained by the absence of substituents. Because the PZI lack bulky alkanes,
and alkane-alkane repulsion was the primary reason for the four-membered clusters,
it is consistent that PZI would be free to form many different cluster sizes. The
number of members in these clusters and the overall appearance must be the result
of maximizing the number of bonds, balance between attractive (hydrogen bonds and
Van der Waals forces) and repulsive (Pauli repulsion) forces and the bond angle of
the hydrogen bond. Also note that the eptaxial relation between the clusters and the
surface influences the growth of the clusters, as can be seen by the PZI tetramers only
adopting three distinct rotational orientations with respect to the Ag(111) surface.
Obviously, the factors driving magic clusters on surfaces are quite different than those
established for gas phase clusters.

6.2.2 Croconic Acid Magic Clusters

In studying the honeycomb network that croconic acid (CA) forms on Ag(111), see
Chapter 4, small clusters of CA were routinely observed, but were ignored in the
discussion of this system. When deposited at room temperature, stable six-membered
clusters form, which were mentioned in Fig. 4.4(a). Nearly without exception, the
only cluster size observed is the hexamer. A representative STM image is shown in
Fig. 6.4, similar to Fig. 4.4(a). Similar to the honeycomb networks, the building block
of these hexamers is a dimer of CA. No isolated dimers were observed, however. The
dimers of CA contain two unpaired hydroxyl groups, making them eligible to form hydrogen bonds with other dimers and thus explaining the lack of isolated dimers. The question of why dimers and not a different unit, such as trimers of CA, are particularly stable on Ag(111) remains an open question.

As discussed in Chapter 4, two different monomers of CA are possible upon adsorption, one of which is chiral. Each of these monomers is capable of bonding to form a hexamer, both of which are displayed in Fig. 6.4(b). Due to the extreme similarity of these two clusters it cannot be determined which one is experimentally observed. This is much different than the case of extended networks of croconic acid. In that case, the different monomers resulted in large scale differences to the geometry of the extended networks. Note that here the clusters obtain their chirality not from the individual molecules, but instead from the way in which they assemble.

Figure 6.4: (a) STM image of magic clusters of croconic acid on Ag(111) as deposited at room temperature. Arrows indicate chirality of clusters. Tunneling parameters: -1 V, 500 pA (b) and (c) possible bonding models of CA in which (b) is composed of achiral CA molecules and (c) chiral CA molecules due to the location of the hydroxyl groups.

After annealing the sample, these clusters disappear and the molecules join the extended honeycomb networks described in Chapter 4. This implies that the clusters
are not the most energetically favorable state for CA and the term “magic” might be a stretch. Nevertheless, if isolated clusters of CA are observed on Ag(111), then those are nearly always triangular hexamers, also trimers of dimers. The relative stability of the networks is likely due, at least in part, to the number of hydrogen bonds per molecule. In the extended networks each CA molecule has four hydrogen bonds per molecule, but the CA in clusters only has three hydrogen bonds per molecule. One hypothesis is that these clusters form at room temperature instead of the extended networks because of the relatively high diffusion barrier CA experiences on Ag, i.e. the mean free path of CA at room temperature is too short to allow for the growth of large networks.

Again the question arises as to why six-membered clusters are favored over other possible cluster sizes. We could easily envision clusters containing four dimers, but these were nearly never observed. Because the molecules form extended 2D networks, charging effects may safely be excluded.

One hypothesis again is that the bond angle is the driving factor. The dimer has hydrogen bond angles of approximately 180°, from which it can be inferred that this angle is particularly favorable. The hexamers also exhibit a bond angle of nearly 180°, as is highlighted by a green dashed line in Fig. 6.5(a). However, an eight membered cluster can easily be constructed which has a similar bond angle, shown in Fig. 6.5(b). Further studies are required to solve this question of the stability of CA clusters.

6.2.3 Rhodizonate/Cu Magic Clusters

Rhodizonic acid deprotonates on Cu(111) when annealed to approximately 360 K, and forms metal organic coordination networks (MOCN) which were discussed in Chapter 4. In addition to the extended 2D networks, isolated clusters are also observed to
Figure 6.5: (a) Model of CA hexamers as observed on Ag(111). Bond angle of nearly 180° between dimers is highlighted with a green dashed line. (b) Hypothetical eight membered cluster with a similar bond angle.

coexist on the same sample. With virtually no exceptions, only single clusters, visible at the top of Fig. 6.6(a), or combinations of three such clusters (bottom of Fig. 6.6(a)) were observed. We have shown by DFT calculations in Section 4.2 that these clusters consist of a central rhodizonate molecule, surrounded by six Cu adatoms and six other rhodizonate molecules. A bonding schematic is provided in Fig. 6.6(b).

Figure 6.6: (a) Two magic clusters consisting of rhodizonate and Cu atoms imaged on Cu(111) Tunneling parameters: 0.08 V, 250 pA. (b) Bonding scheme of magic cluster composed of three single clusters. Similar to extended networks discussed in Chapter 4, a mixture of 6-fold and 3-fold Cu coordination is observed.

Also here the question is why these clusters consisting of seven molecules are
particularly stable. Why do we never observe an added rhodizonate or Cu atom? Charging effects cannot be the cause of rhodizonate/Cu cluster formation, because the exact same bonding is observed for the 2D extended islands, and charging would prevent the formation of extended networks, similar to the QZI and CA systems discussed previously.

For this rhodizonate system, the molecules are commensurate with the surface, see Chapter 4 for details. Further, the commensurability extends through extended networks without any obvious signs of strain on the system. Therefore, epitaxy can likewise be excluded from the possibilities of the stability of these cluster sizes.

When rhodizonic acid deprotonates into rhodizonate, it becomes hexagonally symmetric. Also, by doing so it likely loses its electric dipole moment. Thus dipolar interactions can also be ruled out as the source of the stability of these clusters. Geometric considerations, as discussed in Section 6.1, are a likely candidate. The hexagonal shape of the clusters may maximize the attractive forces, resulting in a particularly stable unit.

In conclusion, the field of gas phase cluster physics is not directly applicable to surface systems without major modifications. Certain organic systems, such as the BZI shown above, form clusters in which all bond attachment points, such as carboxyl groups, are involved and no further attachment points exist. Do these clusters also qualify as “magic”? While that is an open question, these clusters are certainly different than any encountered in gas phase cluster physics. For most of the systems shown here, we do not understand why these particular sizes are exclusively observed. Epitaxy, charging, and other such ideas were ruled out as the cause of these clusters. While this chapter is very inconclusive, these results are provided here in the interest of furthering the discussion of surface supported organic clusters.
Chapter 7

Concluding Remarks

This thesis provides a compelling examination of polarization phenomena in 2D organic nanostructures. Two distinct classes of organic molecules were considered: quinonoid zwitterions which possess an intrinsic dipole moment of nearly 10 D and organic species, such as croconic acid, which acquire a switchable dipole moment through intermolecular bonding. Scanning tunneling microscopy was used to examine these species in real space, with sub-molecular resolution.

Quinonoid zwitterion self-assembly can be switched from networks with zero net polarization to networks with a net dipole moment by modifying either the substituent end group or by changing the substrate. Frontier orbital overlap with the Fermi level of Au(111), Ag(111), or Cu(111) causes significant charge rearrangement on all surfaces, resulting in a nearly 9 Debye decrease in the dipole moment, and a change in orientation of the dipole moment from in the plane of the molecule to nearly perpendicular to it. Within this comprehensive, comparative study using strongly dipolar species, I found no evidence showing that the electrostatic energy minimization drives or dominates the self-assembly. Instead, the self-assembly is the result of several competing mechanisms. Hydrogen bonding, which is seen in all quinonoid
zwitterion systems studied, is highly important with intermolecular bonding energies above 700 meV for certain cases. Secondary effects that determine the observed structures include site selective dependence, which is on the order of 40 meV for PZI on Au(111), and is possibly higher in other cases. Both attractive and repulsive dipolar forces compete with much smaller energies of <5 meV. It is this complex, hierarchical interplay of forces that when combined, determine network stability and also the relative molecular alignments.

Three organic species that either exhibit proton transfer type ferroelectricity (croconic acid (CA) and 3-hydroxyphenalenone (3-HPLN)) or are predicted to display ferroelectricity (rhodizonic acid (RA)) are examined on Cu(111), Ag(111), Au(111), and an insulating Cu$_2$N buffer layer. The structure observed depends heavily on the substrate. For CA, the networks vary from porous honeycombs on Au(111) and Ag(111) to close-packed chains on Cu$_2$N. For RA, densely packed hydrogen bonded networks are observed on Au(111), whereas metal organic coordination networks are seen on Cu(111). For 3-HPLN, extended 1D chains form on Au(111), porous honeycomb networks are seen on Ag(111), and 3D porous networks grow on Cu(111). Seemingly, the only commonality to these is that hydrogen bonds are formed, as long as substrate metal atoms are not involved in the self-assembly. In other words, there is an unsurpassed structural richness possible going from bulk to surface supported structures. The surface can be viewed as a control parameter, through which surface interactions, such as switchable hydrogen bonds, may be optimized. It turns out that the substrate is of critical importance for the polarization of the organic adlayer: on Ag(111) the switching barrier to proton transfer is considerably lowered as compared to the free organic structure. This opens the possibility of optimizing surface/organic interactions to create a true 2D organic ferroelectric.

Scanning tunneling microscopy is shown to be an original and efficient route for
screening the miscibility of organic compounds. This method directly led to the
discovery of two novel 3D organic co-crystals, as well as the surface supported analogs.
Of note, 3-HPLN and croconic acid form stoichiometry dependent, hydrogen bonded
crystals on Au(111). Additionally, parent quinonoid zwitterions and croconic acid
are found to be highly miscible on the Au(111) surface, and likewise form bulk co-
crystals.

Finally, this thesis pioneers the subject of 2D magic organic clusters as one worthy
of pursuit. The few reports of 2D magic organic clusters remain isolated in the
literature, and there has not been a comprehensive discussion of this topic. Five new
magic organic clusters are reported here, which add significantly to the known 2D
magic organic clusters.

The key findings of this thesis can be summarized as follows:

- The demonstration that the growth of highly dipolar organic molecules can be
  switched from polarized to non-polarized structures by utilizing different sub-
  strates.
- Ascertaining that dipole-dipole energy minimization is not the primary driver of
  self-assembly of highly dipolar organic molecules.
- The discovery of chiral honeycomb networks of croconic acid, in which the inter-
  action with the substrate is key to ferroelectric switching barriers.
- Determining that resonance assisted hydrogen bonds can exist in a metal sup-
  ported organic system.
- The first synthesis of rhodizonic acid crystalline structures by dehydration of the
  strongly hygroscopic substance in ultra-high vacuum.
- The identification of a new, chiral phase of hydrogen-bonded trimers of 3-HPLN.
The discovery of novel organic co-crystals, both 2D and 3D, of croconic acid and 3-HPLN.

Pioneering the concept of surface supported magic organic clusters.

The scientific findings presented in this thesis, inspire a number of new questions and topics for future research. These include: How can one measure experimentally an in-plane polarization at the molecular scale? In-plane polarizations cannot be measured with an STM. While piezoforce response microscopy can measure both in-plane and out of plane polarizations, it has not yet achieved the sub-nanometer resolution that is necessary for detecting molecular polarizations. Additionally, which metal/organic interface is optimal for proton transfer in ferroelectric hydrogen bonded systems? How should organic ferroelectrics be integrated into current data storage devices? Should entirely new paradigms be constructed, or should work towards integration with current circuitry be a priority? What is actually driving the growth and stability of magic organic clusters? Can more general design rules be determined such that clusters can be predicted, or at least explained more fully? With the wealth of possibilities, the study of polarized organic nanostructures is seen as an emergent area of research which will potentially stimulate and enable new types of applications in the future.
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